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1 目的

为了提高在银河麒麟高级服务器操作系统上的软件适配效率、增强麒麟软件

在适配方面的服务质量，现对适配过程中遇到的有代表性的问题及解决方案进

行梳理汇总，修订此指导手册，以供适配相关人员参考。

2 范围

本手册适用于第三方软件适配相关人员在与银河麒麟高级服务器操作系统

适配过程中遇到问题时查阅参考。

3 服务器软件适配常见问题

3.1 信息查询

3.1.1 如何下载麒麟系统镜像

解决方法：登录麒麟生态网站 https://eco.kylinos.cn 点击合作伙伴-镜像下

载。

备注：请先进行注册，填写信息提交申请，注册通过后即可下载系统镜像文件

试用版。

3.1.2 如何获取系统的版本信息

解决方法：使用以下命令中的一个能查到即可：

# cat /etc/.productinfo

# nkvers



公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 5 页 / 共 171 页

# cat /etc/os-release

3.1.3 如何获取系统的 cpu信息

解决方法：使用以下命令中的一个能查到即可:
# cat /proc/cpuinfo

# lscpu
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3.1.4 如何获取系统的架构信息

解决方法：使用以下命令中的一个能查到即可:
# uname -a

# arch

3.1.5 V10常用的源地址

解决方法：http://update.cs2c.com.cn:8080/NS/V10/

http://update.cs2c.com.cn:8080/NS/V10/
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3.2 系统升级与安装问题

3.2.1 如何安装系统

3.2.1.1系统版本

适用系统：V10(SP1)、V10(SP2)

适用架构：全架构

其他版本可作参考。

3.2.1.2问题描述

服务器如何安装银河麒麟操作系统？

3.2.1.3问题分析

利用光盘或者 U盘启动盘进行安装。

3.2.1.4解决方案

一、安装前准备

利用 DVD光盘或者 U盘启动盘安装。

1) U盘启动盘制作方法：

在 windows系统上使用 UltraISO或其他启动盘制作工具一般制作的都是

针对 windows系统的启动盘，对 linux系统不是很适用，需要使用其他软件或

命令来制作，一般有如下两个方法：

a. 在windows系统安装 FedoraMediaWriter，使用自定义的方式制作镜像；

（容易导致 U盘制作成启动盘后在 windows系统无法识别）

b. 在 linux下使用 dd命令来制作 U盘启动盘，dd命令制作方法具体如下（推

荐此方法）：

首先我们需要找一台 linux系统。

①下载镜像，检验MD5码

在终端，使用md5sum ***.iso命令来查看镜像文件的md5值（***.iso
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指的是下载的 iso镜像），查看是否和下载时提供的MD5值是否一致，如果一

致则镜像完整，如果不一致说明镜像下载不完整，需要重新下载。

# md5sum ***.iso

②U盘连接电脑

将 U盘插入电脑。

③查看挂载的 U盘设备路径：

使用命令 sudo fdisk -l 查看 U 盘挂载的设备路径 ,此处可以看到是

/dev/sdb，一般都是这个，有些可能是 sda或 sdc。
# sudo fdisk -l

④写入镜像

# sudo dd if=/***.iso of=/dev/xxx
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#if后接镜像文件路径，of后接写入 U盘的路径

如上图所示，这种代表已经写入完成了，现在就可以拿着 U盘去做系统了。

2) 利用 DVD光盘安装

请将安装光盘放入光驱中，并设置计算机 BIOS为光驱引导，重新启动计

算机后，安装光盘会自动运行，这样就可以开始安装银河麒麟服务器操作系统

了。

安装银河麒麟服务器操作系统建议最少准备 8G 内存、30GB 磁盘空间，

并与其他操作系统（如Windows或其他版本的 Linux）使用的硬盘空间分开。

二、引导安装

从光盘引导安装时首先进入的是安装引导页面，如下图：

使用向上方向键<↑>选择 “Install Kylin Linux Advanced Server

V10”，按<Enter>进入安装过程。
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三、欢迎页面

安装过程首先进入欢迎页面【欢迎使用 Kylin Linux Advanced Server

V10】，如下图：

选择安装过程中所使用的语言，默认采用【简体中文(中国)】。确定安装语

言后，点击【继续(C)】进入【安装信息摘要】页面。
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四、安装信息摘要

在【安装信息摘要】页面配置所有与安装相关的信息，如下：

点击相应配置项的图标进入配置页面，需要注意的是【软件】和【系统】两

类配置。安装程序会自动检测各个配置项；如果检测存在无法确认或不正确配

置项，相应配置项的图标上会显示感叹号。在该配置界面只有正确进行了全部

配置，才能进行下一步操作。

在【软件】中，有【安装源】、【软件选择】的配置。

1) 安装源

安装源用于指定银河麒麟服务器操作系统安装介质的位置。使用 DVD进行

光盘安装时会自动识别安装介质，通常您不需要改动。除了光盘安装，您还可

以选择 ISO文件、网络或 USB盘安装，并且可以配置额外软件仓库。如下图

所示：
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2) 软件选择

根据不同业务系统运行的服务器操作系统环境需求，安装程序默认提供了几

种【基本环境】安装选择，安装程序默认选项是【带 UKUI GUI 的服务器】。

【基本环境】安装选择包括（在每个选项的右侧窗口，可选择需要安装的组件）：

a. 最小安装【基本功能】

b. 基础设施服务器【集成的易于管理的服务器】

c. 文件及打印服务器【用于企业的文件、打印及存储服务器】

d. 基本网页服务器【提供静态及动态互联网内容的服务器】

e. 虚拟化主机【最小虚拟化主机】

f. 带 UKUI GUI 的服务器【带有用于操作网络基础设施服务 UKUI GUI的服

务器】

具体如下图所示：
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从【基本环境】中选择分组后，该分组默认必须安装的软件不可配置，但是

可以从【已选环境的附加选项】定制安装其他软件。

在【系统】中，为用户提供了【安装位置】、【KDUMP】、【网络和主机

名】的配置。

3) 安装位置

本页面用于配置安装磁盘及分区，如果使用的是全新的磁盘并且希望使用全

部磁盘空间，可以使用默认的自动分区配置，直接点击【完成】返回【安装信

息摘要】页面即可，如下图：
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如果将要安装的机器还有其他操作系统或数据分区需要保留，千万注意提前

做好数据备份。这时需要选择手动分区，请选择【自定义】，并点击【完成】，

进入【手动分区】页面，如下图所示：

在【手动分区】页面中，可以使用【点这里自动创建他们(C)。】进行自动

分区创建，也可以手动选择合适的分区方案并手动创建挂载点，一般使用【标

准分区】方案。点击【+】，会弹出【添加新挂载点】窗口，该窗口可完成【挂

载点(P)】和【期望容量(C)】的设置，需要注意的是在AARCH平台下无 biosboot
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挂在点，如下图：

配置挂载点时一般会单独设置【/boot】分区、【swap】分区和【/】分区，

成功完成这步后，可以显示已配置挂载点并可以进行一些修改，如下图所示：

系统默认采用 XFS文件系统，龙芯平台默认采用 ext4文件系统。如果有

其他需要可以更改文件系统类型。当然，也可以在【手动分区】中，通过点击
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【-】来删除划错或不需要的分区。

4) KDUMP

Kdump是一个内核崩溃转储机制。在系统崩溃时，kdump将捕获系统信

息，有助于诊断系统崩溃原因。注意：kdump需要预留一部分内存，并且不可

以被其它用户使用。运行 free 命令也是不会显示这部分保留内存的。默认在

安装中是启用 kdump的。用户可以根据自己的需求进行取舍。

5) 网络和主机名

安装程序自动探测可本地访问的接口。探测到的接口列在左侧方框中。在右

侧点击列表中的接口显示详情。要激活或者取消激活网络接口，请将页面右侧

的开关转到【开启】或者【关闭】。
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在连接列表下方，在【主机名(H)】输入框中输入这台计算机的主机名。主

机名可以是完全限定域名（FQDN），其格式为 hostname.domainname，

也可以是简要主机名，其格式为 hostname。很多网络有动态主机配置协议

（DHCP）服务，它可自动提供带域名的连接的系统。要允许 DHCP服务为这

台机器分配域名，只指定简要主机名即可。

五、开始安装

完成全部配置后，在【安装信息摘要】页面点击【开始安装】按钮，就进入

自动安装进程。
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在安装过程中，必须设置【ROOT密码】，可以选择是否【创建用户】，

系统安装完毕并完成配置后，会提示【重启(R)】系统。

六、安装完成

安装完成后第一次启动银河麒麟高级服务器操作系统系统，需要进行相关的

初始设置。初始设置程序会提示是否接受许可协议和最终用户隐私声明；接受

许可协议才可完成配置。如果在安装过程中没有创建登录系统的普通用户账户，

还可以在这里创建普通用户账号。
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现在可以正式使用银河麒麟高级服务器操作系统了。

七、授权激活

1) 扫码激活

系统未激活时“关于银河麒麟”的“服务序列号”显示为 8位的服务序列号、

“客户单位”显示客户单位名称，如下图：

鼠标右键点击我的电脑->属性，会显示操作系统版本信息、系统信息、桌
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面环境信息以及激活状态，系统未激活时激活状态显示为“您的系统还未激活，

请激活”，“服务序列号”显示为 8位的服务序列号。如下图：

点击“激活”按钮，进入如下激活窗口：

点击“序列号”的编辑按钮可以填写 8 位及以上的服务序列号、点击“客户
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单位”的编辑按钮可以填写客户单位信息，如下图：

填写好序列号和客户单位信息就可通过微信扫描二维码进行系统激活，如下

图进入企业微信平台。

点击“获取激活码”按钮跳转，输入机器型号、装机地点以及验证码来获取
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激活码，如下图：

激活码获取成功，系统已激活，如下图：

输入“激活码”，点击“激活/延长服务”，会提示“激活/延长服务，请重启系

统！”，激活成功如下图：
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2) Ukey激活

ukey中包含批次号和服务序列号，ukey与系统信息检验逻辑如下。

Ukey

含批次号、含服务序列号 不含批次号、含服务序列号

系

统

批次号 批次号一致才可以激活系统 可以激活系统（默认不提供）

服务序列号 服务序列号一致，才可以激活系统 服务序列号一致，才可以激活系统

激活成功后“我的电脑属性”的“激活状态”显示为“您的系统已激活，”

“服务序列号”显示为 8位及以上的服务序列号。
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系统激活后“关于银河麒麟”的“服务序列号”显示为 8位及以上的服务

序列号、“客户单位”显示激活时填写的单位名称。

3.2.2 如何将 V10 SP1升级到 V10 SP2

3.2.2.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH

其他版本和架构可作参考。

3.2.2.2问题描述

如何将 V10 SP1系统直接升级到 V10 SP2系统？

3.2.2.3问题分析

该解决方法对银河麒麟高级服务器操作系统软件通过外部仓库源分别从

V10SP1 Build04（ 20200711） 、 Build10（ 20201202） 、 Build19

（20210319）、Build20（20210518）更新到 V10SP2 Build09（20210524）

的基本步骤进行说明。

如果把 V10 SP1低版本的升级到高版本的也可以使用此方法。
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此方法升级后会把内核及软件版本升级到最新（updates中）的，如果不

想升级到最新的，只升级到正常 iso安装的状态的话，可以把外部源中 updates

的 enabled开关关闭（改成 0）。

以 x86 平台为例进行说明，对于 aarch64 平台，请将 x86_64 替换为

aarch64。

3.2.2.4解决方案

V10SP2 仓库源更新

前提：由于 audit、setroubleshoot等安全相关的软件包会受 selinux的

Enforcing 状态影响，建议先将 selinux 的状态设置为 Disabled 或者

Permissive状态，然后再执行更新。

[root@localhost ~]# setenforce 0

1) 从 SP1 Build04更新到 SP2 Build09

a. 更新前检查

执行 nkvers，检查 OS的版本信息为 V10SP1 Build04
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-17.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP1) /(Tercel)-x86_64-Build04/20200711
##############################################
#

b. 编辑仓库配置文件

# vi /etc/yum.repos.d/kylin_x86_64.repo

①修改 base仓库源
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修改 baseurl为红色字体部分

[ks10-adv-os]
name = Kylin Linux Advanced Server 10 - Os
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 0
enabled = 1

②修改 update仓库源

修改 baseurl为红色字体部分

[ks10-adv-updates]
name = Kylin Linux Advanced Server 10 - Updates
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/
gpgcheck = 0
enabled = 1

c. 执行更新

客户可以根据具体需要更新某个软件包，也可以选择全量更新。需要注意

的是：如果选择全量更新，则 OS的版本信息也会被修改。

①更新指定的软件包

此处以更新 kylin-menu为例进行说明

# yum update kylin-menu

②全量更新

更新 yum工具

# yum update yum

执行全量更新

# yum update

执行成功后使用新版本的仓库配置

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.0711
# mv kylin_x86_64.repo.rpmnew kylin_x86_64.repo
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③重启

当进行了全量更新或核心包（如 kernel等）的更新时，请执行 reboot重

启 OS。

④说明

更新或使用中遇到的问题，请参考 FAQ手册【FAQ的获取请咨询产品部】

d. 更新后检查

当更新 kylin-release包或执行全量更新后，系统版本会发生变化。可以

执行 nkvers进行检查，OS的版本信息被更新为 V10SP2 Build09。
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP2) /(Sword)-x86_64-Build09/20210524
##############################################
#

2) 从 SP1 Build10更新到 SP2 Build09

a. 更新前检查

执行 nkvers，检查 OS的版本信息为 V10SP1 Build10
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-21.2.ky10.x86_64

Build:
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Kylin Linux Advanced Server
release V10 (SP1) /(Tercel)-x86_64-Build10/20201202
##############################################
#

b. 编辑仓库配置文件

# vi /etc/yum.repos.d/kylin_x86_64.repo

①修改 base仓库源

修改 baseurl为红色字体部分

[ks10-adv-os]
name = Kylin Linux Advanced Server 10 - Os
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 0
enabled = 1

②修改 update仓库源

修改 baseurl为红色字体部分

[ks10-adv-updates]
name = Kylin Linux Advanced Server 10 - Updates
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/
gpgcheck = 0
enabled = 1

c. 执行更新

客户可以根据具体需要更新某个软件包，也可以选择全量更新。需要注意

的是：如果选择全量更新，则 OS的版本信息也会被修改。

①更新指定的软件包

此处以更新 kylin-menu为例进行说明

# yum update kylin-menu

②全量更新

更新 yum工具

# yum update yum
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执行全量更新

# yum update

执行成功后使用新版本的仓库配置

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.1202
# mv kylin_x86_64.repo.rpmnew kylin_x86_64.repo

③重启

当进行了全量更新或核心包（如 kernel等）的更新时，请执行 reboot重

启 OS。

④说明

更新或使用中遇到的问题，请参考 FAQ手册【FAQ的获取请咨询产品部】

d. 更新后检查

当更新 kylin-release包或执行全量更新后，系统版本会发生变化。可以

执行 nkvers进行检查，OS的版本信息被更新为 V10SP2 Build09。
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP2) /(Sword)-x86_64-Build09/20210524
##############################################
#

3) 从 SP1 Build19更新到 SP2 Build09

a. 更新前检查

执行 nkvers，检查 OS的版本信息为 V10SP1 Build19
# nkvers
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############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-23.6.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP1) /(Tercel)-x86_64-Build19/20210319
##############################################
#

b. 编辑仓库配置文件

# vi /etc/yum.repos.d/kylin_x86_64.repo

①修改 base仓库源

修改 baseurl为红色字体部分

[ks10-adv-os]
name = Kylin Linux Advanced Server 10 - Os
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled = 1

②修改 update仓库源

修改 baseurl为红色字体部分

[ks10-adv-updates]
name = Kylin Linux Advanced Server 10 - Updates
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/
gpgcheck = 1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled = 1

c. 执行更新

客户可以根据具体需要更新某个软件包，也可以选择全量更新。需要注意

的是：如果选择全量更新，则 OS的版本信息也会被修改。
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①更新指定的软件包

此处以更新 kylin-menu为例进行说明

# yum update kylin-menu

②全量更新

更新 yum工具

# yum update yum

执行全量更新

# yum update

执行成功后使用新版本的仓库配置

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.0319
# mv kylin_x86_64.repo.rpmnew kylin_x86_64.repo

③重启

当进行了全量更新或核心包（如 kernel等）的更新时，请执行 reboot重

启 OS。

④说明

更新或使用中遇到的问题，请参考 FAQ手册【FAQ的获取请咨询产品部】

d. 更新后检查

当更新 kylin-release包或执行全量更新后，系统版本会发生变化。可以

执行 nkvers进行检查，OS的版本信息被更新为 V10SP2 Build09。
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
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release V10 (SP2) /(Sword)-x86_64-Build09/20210524
##############################################
#

4) SP1 Build20更新到 SP2 Build09

a. 更新前检查

执行 nkvers，检查 OS的版本信息为 V10SP1 Build20
[root@localhost ~]# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-23.8.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP1) /(Tercel)-x86_64-Build20/20210518
##############################################
#

b. 编辑仓库配置文件

# vi /etc/yum.repos.d/kylin_x86_64.repo

①修改 base仓库源

修改 baseurl为红色字体部分

[ks10-adv-os]
name = Kylin Linux Advanced Server 10 - Os
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled = 1

②修改 update仓库源

修改 baseurl为红色字体部分

[ks10-adv-updates]
name = Kylin Linux Advanced Server 10 - Updates
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
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rch/
gpgcheck = 1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled = 1

c. 执行更新

客户可以根据具体需要更新某个软件包，也可以选择全量更新。需要注意

的是：如果选择全量更新，则 OS的版本信息也会被修改。

①更新指定的软件包

此处以更新 kylin-menu为例进行说明

# yum update kylin-menu

②全量更新

更新 yum工具

# yum update yum

执行全量更新

# yum update

执行成功后使用新版本的仓库配置

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.0518
# mv kylin_x86_64.repo.rpmnew kylin_x86_64.repo

③重启

当进行了全量更新或核心包（如 kernel等）的更新时，请执行 reboot重

启 OS。

④说明

更新或使用中遇到的问题，请参考 FAQ手册【FAQ的获取请咨询产品部】

d. 更新后检查

当更新 kylin-release包或执行全量更新后，系统版本会发生变化。可以

执行 nkvers进行检查，OS的版本信息被更新为 V10SP2 Build09。
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# nkvers
############## Kylin Linux Version #################
Release:
Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server
release V10 (SP2) /(Sword)-x86_64-Build09/20210524
##############################################
#

3.3 yum源配置问题

3.3.1 如何搭建源服务器

3.3.1.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：全架构

3.3.1.2问题描述

如何搭建源服务器？

3.3.1.3问题分析

主要修改/etc/yum.repos.d文件里的源地址。

3.3.1.4解决方案

以 V10(SP1)为例。

1) 创建文件夹

a. 创建存放 base目录下文件的文件夹

# mkdir -p /yum/var/www/html/V10/V10SP1/os/adv/lic/base

b. 创建存放 addons目录下文件的文件夹

# mkdir -p /yum/var/www/html/V10/V10SP1/os/adv/lic/addons

c. 创建存放 updates目录下文件的文件夹

# mkdir -p /yum/var/www/html/V10/V10SP1/os/adv/lic/updates

2) 备份现有 repo文件
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# cp /etc/yum.repos.d/kylin_aarch64.repo
/etc/yum.repos.d/kylin_aarch64.repo_bak

3) 创建新的 repo文件

# mkdir /etc/yum.repos.d/yumsync.repo

内容如下：

[x86_64]
name = x86_64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/x86_64/
gpgcheck = 0
enabled = 1

[aarch64]
name = aarch64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/aarch64/
gpgcheck = 0
enabled = 1

[mips64el]
name = mips64el
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/mips64el/
gpgcheck = 0
enabled = 1

以上内容为同步 base目录下文件，如果需要同步 addons/updates目录

下文件内容如下：

addons
[x86_64]
name = x86_64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/addons/x86_64/
gpgcheck = 0
enabled = 1

[aarch64]
name = aarch64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/addons/aarch64
/
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gpgcheck = 0
enabled = 1

[mips64el]
name = mips64el
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/addons/mips64e
l/
gpgcheck = 0
enabled = 1
updates

[aarch64]
name = aarch64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/updates/aarch6
4/
gpgcheck = 0
enabled = 1

[mips64el]
name = mips64el
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/updates/mips64
el/
gpgcheck = 0
enabled = 1

[x86_64]
name = x86_64
baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/updates/x86_64/
gpgcheck = 0
enabled = 1

4) 更新索引

# yum clean all
# yum makecache

5) 同步数据

以同步 base目录下文件为例

# reposync -p /yum/var/www/html/V10/V10SP1/os/adv/lic/base
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6) 生成索引

# createrepo /yum/var/www/html/V10/V10SP1/os/adv/lic/base/aarch64
# createrepo /yum/var/www/html/V10/V10SP1/os/adv/lic/base/x86_64
# createrepo /yum/var/www/html/V10/V10SP1/os/adv/lic/base/mips64el

7) 更新索引

# createrepo --update
/yum/var/www/html/V10/V10SP1/os/adv/lic/base/aarch64
# createrepo --update
/yum/var/www/html/V10/V10SP1/os/adv/lic/base/x86_64
# createrepo --update
/yum/var/www/html/V10/V10SP1/os/adv/lic/base/mips64el

8) 修改权限

# chmod 755 -R /yum/var/www/html/

如果同步 addons/updates目录下文件请按 2）-8）步执行一遍，需要修

改 repo文件地址。

9) 搭建 apache

a. 安装 httpd
# yum install httpd

b. 启动 httpd
# systemctl start httpd.server
# systemctl enable httpd.server

c. 查看是否启动成功

# netstat -luntp | grep 80 #80端口为 apache默认端口

显示如下表示启动成功

tcp6 0 0:::80 :::* LISTEN 88645/httpd

10)发布

a. 建立软链接

# ln -s /yum/var/www/html/ /var/www/html/

b. 打开 80端口访问权限

# iptables -I INPUT -p TCP --dport 80 -j ACCEPT
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此时应该可以通过 http访问/yum/var/www/html目录。

11)使用

打开/etc/yum.repos.d/目录下的 repo文件

修改里面的链接地址前缀如下：

修改完成后保存，然后更新索引

# yum clean all
# yum makecache

接下来就可以正常使用本地源。

关于源定时同步可以编写脚本，然后配置 crontab定期执行更新。

路径：/etc/crontab

3.3.2 本地 iso镜像挂载 yum源安装软件包

3.3.2.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：全架构

3.3.2.2问题描述

yum如何挂载本地镜像源？
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3.3.2.3问题分析

主要修改/etc/yum.repos.d文件里的源地址。

3.3.2.4解决方案

1) 拷贝镜像到本地

2) 执行以下命令：

# mount –o loop 镜像路径及镜像名字 /mnt（或media）

挂载前

挂载后

3) 进入/etc/yum.repos.d（yum.repos.d是一个目录，该目录是分析 RPM

软件后所产生的软件属性依赖数据放置处）
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4) 备份/etc/yum.repos.d下所有文件(本地源和外部源不能同时存在，修改

外部源 ks10-adv.repo的名字)，在 ks10-sec.repo（本地源）中加入以

下内容：

[kylin]
name=kylin
baseurl=file:///mnt
enabled=1
gpgcheck=0

修改完之后退出编辑模式，执行：wq保存退出。

5)
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a. 清除本地内存

# yum clean all

b. 把服务器的包信息下载到本地电脑缓存起来

# yum makecache

c. 升级所有包同时也升级软件和系统内核

# yum update

3.3.3 通过 ks.cfg实现系统无人值守安装

3.3.3.1系统版本

适用系统：V10（SP2）、V10（SP3）

适用架构：X86、AARCH

3.3.3.2问题描述

如何通过 ks.cfg实现系统无人值守安装？

3.3.3.3解决方案

本例镜像文件：Kylin-Server-V10-SP3-General-Release-2303-X86_64.iso

1）挂载镜像并拷贝一份出来

# mount -o loop Kylin-Server-V10-SP3-General-Release-2303-X86_64.iso /mnt/
# mkdir /root/iso
# rsync -avz /mnt/ /root/iso

注意：拷贝以后’ll -a’确认下，一定要把文件拷贝全
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2）使用通用系统按照自己需求安装一个环境，将安装好的环境里的

/root/anaconda-ks.cfg应答文件拷贝到/root/iso下，重命名为 ks.cfg

3）定制内容-定制加入包

① 在/root/iso/下创建 alpha目录，把所需要的 rpm包或者其他安装文件拷贝

进去 alpha目录（以放入mysql的 rpm安装包为例）

②编辑 ks.cfg

在%post下面加入安装命令：

# yum remove mariadb
# rpm -ivh /alpha/*.rpm

（此处还可以加入其他定制命令）
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③修改 cfg或者 isolinux.cfg（BIOS启动用 isolinux.cfg，UEFI启动用

grub.cfg，选其一即可）

注意：1、不要更改 hd:LABEL=Kylin-Server-10

2、要是刻盘安装物理机，不要使用windows系统刻录 U盘启动盘，会

出现启动盘名称截断，后续无法引导安装（可以使用 dd命令刻盘，或者windows

系统刻录光盘启动盘）

grub.cfg：

isolinux.cfg：
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4）定制化完成之后打包镜像

# mkisofs -J -T -r -V "Kylin-Server-10" -b isolinux/isolinux.bin -no-emul-boot
-boot-load-size 4 -boot-info-table -eltorito-alt-boot -e images/efiboot.img
-no-emul-boot -o
/data/Kylin-Server-V10-SP3-General-Release-2303-X86_64-new.iso ./

注意：新镜像命名尽量在原名基础上加自定义的标识

5）安装验证
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3.4 服务器系统设置问题

3.4.1 locale显示语言环境为 en_US.UTF-8

解决方法：安装系统的时候没有选择中文语言安装，导致环境语言不是中文。

1) 查看已经安装的语言环境

# locale -a

2) 然后，更改/etc/locale.conf文件，将其中语言环境改为中文：
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# vim /etc/locale.conf
LANG="zh_CN.UTF-8"

3) 最后重启电脑。

3.4.2 如何设置 core文件

解决方法：修改/etc/systemd/coredump.conf文件：

# vim /etc/systemd/coredump.conf

ProcessSizeMax=8G
ExternalSizeMax=8G
JournalSizeMax=8G

然后，重新加载配置

# systemctl daemon-reload

3.4.3 系统无法识别 exfat格式的硬盘

解决方法：从系统源里下载相应的驱动：

# yum install exfat-utils fuse-exfat

3.4.4 系统中 netstat命令不可用

解决方法：安装 net-tools软件包

# yum install net-tools

3.4.5如何修改网卡名称

3.4.5.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可做参考。

3.4.5.2问题描述

如何修改原网卡为指定名称。

3.4.5.3问题分析

这是一个修改系统配置的问题，与 centos系统修改网卡名称不一样，银

河麒麟高级服务器系统不仅需要修改名称，还需要修改规则，即需要修改其对
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应网卡的MAC地址，然后重启系统才能生效。

3.4.5.4解决方案

1) 修改网卡名称

a. 查看需要修改的网卡名称（以 enp1s0为例）：

# ifconfig

b. 在/etc/sysconfig/network-scripts/下找到 ifcfg-enp1s0文件

# cd /etc/sysconfig/network-scripts/
# ls

c. 修改 ifcfg-enp1s0文件名为 ifcfg-eth0
# mv ifcfg-enp1s0 ifcfg-eth0

d. 打开修改后的文件 ifcfg-eth0将内容中的NAME和DEVICE后面的值为改

为 eth0
# vim ifcfg-eth0

如下：

2) 修改规则
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a. 在/etc/udev/rules.d下找到规则文件 75-network.rules（如果没有该文

件就新建一个）

# cd /etc/udev/rules.d
# ls

b. 打开规则文件 75-network.rules：
# vim 75-network.rules

将其内容修改如下：

SUBSYSTEM==”net”,ACTION==”add”,ATTR(address)==”52:54:00:0e:58:7c”,
NAME=”eth0”,

其中 ATTR后面的值为 enp1s0网卡对应的 MAC地址，NAME后面的值

为要修改的网卡名称。

3) 生效规则

a. 重启系统使规则生效。

# reboot

b. 查看修改后的网卡名称

# ifconfig

3.4.6 如何安装图形化界面

3.4.6.1系统版本

适用系统：V10（SP1）、V10（SP2）
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适用架构：X86、AARCH、MIPS64el

其他版本和架构可做参考。

3.4.6.2问题描述

利用最小化安装系统后，无图形化界面，只有命令行，而后续操作需要用

到图形化，则需要再安装图形化界面。

3.4.6.3问题分析

安装系统的时候，为了方便，有时候只需要最小化安装即可，但是后续如

果要用到图形化界面，只需要安装图形化界面即可，不需要重新安装系统。

3.4.6.4解决方案

1) 配置网络，确保 yum源可用，有外网环境可直接使用 yum源，无外网环

境则可挂载镜像作为本地源。

2) 查询安装软件

# yum grouplist

3) 安装图形化界面

# yum groupinstall "带 UKUI GUI 的服务器"

注：这里注意双引号和空格

4) 不重启系统的情况下启动图形化界面

http://172.17.31.188:8090/pages/viewpage.action?pageId=1182999
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# startx

5) 如果想要重启系统后仍然可以启动图形化界面，则可查看开机启动项，并设

置图形化作为默认启动项

# systemctl get-default
# systemctl set-default graphical.target
# reboot

3.4.7如何利用 yum降级安装软件包

3.4.7.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可做参考。

3.4.7.2问题描述

有时候需要安装低版本的软件包，但是如果系统中已经安装了较新版本的

该软件包，然后再使用 yum install package-name的话，则不会再次安装低

版本的，所以就得将该软件包降级。

3.4.7.3问题分析

先查看源中都有哪些版本的软件包，然后直接利用“yum install 具体版

本的软件包”进行安装。

3.4.7.4解决方案

以 yum软件包为例。

前提：yum源中有低版本的软件包。

1) 使用 yum直接安装（因为已经安装的 yum版本比较新，所以不会更新）
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# yum install yum

2) 查看源中 yum包含的版本

# yum list --showduplicates yum

3) 选择需要的 yum包的版本并使用 yum安装

# yum install yum-4.2.15-7.ky10

4) 检查是否降级成功

# yum list installed | grep yum

3.4.8 如何将 txt文件转换为 pdf

3.4.8.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。

3.4.8.2问题描述

银河麒麟高级服务器操作系统下只能创建.txt文件格式，而有些文件需
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要.pdf格式，所以就需要将.txt格式转换为.pdf格式。

3.4.8.3问题分析

先将.txt格式的文件转换为.ps格式，再将.ps文件转换为.pdf格式。其

中，.ps是 PostScript的缩写，PostScript是一种页面描述语言，而 pdf文件

就是 PostScript发展而来的，所以.ps可以转换为.pdf。enscript命令行工具

可以将.txt格式的文本文件转换成.ps格式，ghostscript是阅读.ps文件的语

言解释器。

3.4.8.4解决方案

1) 安装软件

# yum install enscript ghostscript

2) 准备 txt文件

3) 将 txt文件转换为 ps格式

# enscript -p filename.ps filename.txt

4) 将 ps文件转换为 pdf格式

# ps2pdf filename.ps filename.pdf

3.4.9 如何进入单用户模式

3.4.9.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。
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3.4.9.2问题描述

有时候需要对系统进行修改或是遗忘了 root密码，则可以进入单用户模式

进行修改。

3.4.9.3问题分析

单用户即系统并没有完全运行起来，只是部分程序运行，这时也不能进行

远程登录到 Linux系统，单用户是以 root身份进入，这时的 root用户对系统

有完全操作权限，可以修复系统的同时，也能随时的对系统进行破坏。

3.4.9.4解决方案

1) 在此界面按“e”进入编辑模式

2) 找到“linux”行，在末尾输入”single“，按 Ctrl+x进入单用户模式
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3) 输入机器密码进入

4) 有的系统版本在第一步按”e“后，需要输入指定的用户名和密码才可以进

入编辑模式，其他步骤与 2），3）步一样

用户名：root

密码：Kylin123123
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5) 修改完成后，输入 reboot重启系统，正常进入系统即可。

3.4.10 如何编译内核模块

3.4.10.1 系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。
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3.4.10.2 问题描述

内核驱动模块.ko文件大多为内核自带的，但是由于有时候需要根据具体的

需求自己编写。

3.4.10.3 问题分析

系统缺少需要的内核模块，所以自己需要编写和编译等。

3.4.10.4 解决方案

1) 内核驱动模块编译环境搭建

a. 根据系统内核版本“uname –r”安装对应的开发包

或者使用以下命令进行内核安装或升级（此处不进行升级）：

# yum install kernel-devel

安装完成后会在/usr/src/kernels下产生对应内核名称的目录

b. 然后会在/usr/lib/modules下对应的内核版本中产生一个build的软连接，

指向上面的地址。
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2) 编译好.c文件

例如在/opt目录下编写一个 hello.c的文件

/*加载头文件*/
#include <linux/init.h>
#include <linux/module.h>
#include <linux/kernel.h>
MODULE_LICENSE("Dual BSD/GPL");
MODULE_AUTHOR("test");
MODULE_DESCRIPTION("hello");
MODULE_VERSION("1.00");
/*编写初始化函数*/
static int hello_init(void)
{
printk(KERN_ALERT "hello_init\n");
}
/*编写退出函数*/
static void hello_exit(void)
{
printk(KERN_ALERT "hello_exit\n");
}
/*调用函数*/
module_init(hello_init);
module_exit(hello_exit);
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其中，函数没有任何意义，只是显示出来加载过程。

3) 编写Makefile

在/opt目录下编写一个Makefile文件

4) 编译

a. 在/opt目录下执行以下命令

# make

b. make完成后会在/opt目录下生成对应的.ko和.o文件等

5) 加载模块并查看

# insmod /opt/hello.ko
# lsmod | grep hello
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# dmesg

6) 卸载模块

# rmmod hello.ko
# lsmod | grep hello

# dmesg

卸载模块完成。

3.4.11 如何开启/关闭开机自启动服务

3.4.11.1 系统版本

适用系统：银河麒麟高级服务器 V10、V10(SP1)、V10(SP2)

适用架构：X86、ARM、MIPS、Loongarch

其他版本和架构可作参考。

3.4.11.2 解决方案

如果是原生 systemd服务，则可以使用

# systemctl list-unit-files

查看

其中 enable表示已开启自启动，disabled表示未开启自启动，static表

示未进行设置，generated表示衍生
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开启开机自启动服务

执行

# systemctl enable NAME

执行
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# systemctl list-unit-files

查看是否生效

关闭开机自启动服务

执行

# systemctl disable NAME

执行

# systemctl list-unit-files

查看是否生效

3.4.12 手动挂载磁盘

3.4.12.1 系统版本

适用系统：银河麒麟高级服务器 V10、V10(SP1)、V10(SP2)

适用架构：X86、ARM、MIPS

其他版本和架构可作参考。

3.4.12.2 解决方案

查看磁盘是否已存在

执行

# fdisk -l
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初始化磁盘

执行 fdisk 查询到的磁盘（如上图的/dev/mapper/mpatha）
# fdisk /dev/mapper/mpatha

然后分别输入：n

p
1
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W

然后将磁盘格式化成 ext4格式，执行

# mkfs.ext4 /dev/mapper/mpatha

创建挂载点

创建要挂载到的目录，比如/test，执行 mkdir /test
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然后挂载磁盘目录，执行

# mount /dev/mapper/mpatha1 /test/

然后查看挂载是否成功，执行

# df -h

手动挂载命令（重启后会失效）：

#mount /dev/mapper/maptha1 /test

若永久生效可写入 fstab自启动

执行

# vim /etc/fstab

然后在该文本中添加

/dev/mapper/mpatha1 /test ext4 defaults 0 0
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3.4.13 根目录扩容

3.4.13.1 系统版本

适用系统：银河麒麟高级服务器 V10、V10(SP1)、V10(SP2)、V10（SP3）

适用架构：全架构

其他版本和架构可作参考。

3.4.13.2 解决方案

原始根目录大小，如下图：

若将根目录扩大 50GB，步骤如下：

1）以安装在 virt-manager里的虚拟机为例，添加一块 50GB大小的磁盘

2）重启进入系统，可以看到已有这块盘，如下图
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3）对 sdb进行分区

# fdisk /dev/sdb

此时再次查看 lsblk，已经分好了:

4）创建卷信息
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# pvcreate /dev/sdb1

5）使用 vgdisplay可以看到 vg中的 VG Name是 klas

6）将上面创建的 pv加入到 vg中

# vgextend klas /dev/sdb1

再次使用 vgdisplay查看 vg信息，可以看到 Cur PV和 Act PV的值变成

了 2，添加已完成：
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7）使用 df -Th查看一下根目录的信息

可以确定根目录的挂载路径为/dev/mapper/klas-root

使用 lvextend命令对根目录的挂载目录进行扩容

# lvextend -L +49G /dev/mapper/klas-root

8）更新根目录空间，扩容完成

# xfs_growfs /
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3.5 软件安装问题

3.5.1如何安装Mysql数据库

3.5.1.1系统版本

适用系统：V10(SP1)

适用架构：X86、AARCH、LOONGARCH64

其他版本和架构可作参考。

3.5.1.2问题描述

如何在银河麒麟高级服务器操作系统下安装Mysql数据库？

3.5.1.3问题分析

X86和 AARCH架构的源中自带Mysql安装包，所以可以下载对应的 rpm

包，然后再进行安装，而 Loongarch64架构下没有自带Mysql安装包，需要

用源码进行安装，当然在安装Mysql前需要卸载系统自带的mariadb。

AARCH架构下载地址：

http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/icbc-
appstore/aarch64/Packages/
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X86架构下载地址：

http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/icbc-
appstore/x86_64/Packages/

（目前 AARCH、X86已有版本均为 5.7.29、8.0.17）

Loongarch64架构下没有自带 Mysql安装包，需要用源码进行安装，而

在安装Mysql前需要卸载系统自带的mariadb。

3.5.1.4解决方案

一、对于 X86和 AARCH架构

1) 查看是否已安装mariadb，若是已安装，需要卸载

# rpm -qa|grep mariadb

要是有，卸载mariadb
# yum remove mariadb

2) 将下载好的安装包文件夹上传到服务器，进到该文件夹中

安装

# yum localinstall *.rpm
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3) 安装成功后启动服务

# systemctl start mysqld

二、对于 Loongarch64架构

1) 查看是否已安装mariadb，若是已安装，需要卸载

# rpm -qa|grep mariadb

要是有，卸载mariadb
# yum remove mariadb

2) 下载源码包并解压

# wget https://cdn.mysql.com/archives/mysql-5.7/mysql-5.7.29.tar.gz
# tar -zxvf mysql-5.7.29.tar.gz

3) yum安装编译所需要的工具和库

# yum install gcc gcc-c++ cmake ncurses-devel bison openssl-devel rpcgen

4) 创建mysql的安装目录及数据库存放目录

a. 安装Mysql
# mkdir -p /mysqlapp/mysql

b. 存放数据库

# mkdir -p /mysqlapp/mysql/data

c. 创建mysql组
# groupadd mysql

d. 创建Mysql用户，同时属于mysql组
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# useradd -g mysql mysql

e. 设置目录权限

# chown -R root:mysql /mysqlapp/mysql
# chown -R mysql:mysql /mysqlapp/mysql/data

5) 进到mysql-5.7.29，编译安装

# cmake . -DCMAKE_INSTALL_PREFIX=/mysqlapp/mysql
-DMYSQL_DATADIR=/mysqlapp/mysql/data
-DSYSCONFDIR=/etc -DDOWNLOAD_BOOST=1
-DWITH_BOOST=/root/mysql-5.7.29/include/boost_1_59_0
-DWITHOUT_PARTITION_STORAGE_ENGINE=0
# make
# make install

6) 配置/etc/my.cnf文件

注 意 ： 5.7 版 本 没 有 模 板 文 件

/application/mysql/support-files/my-default.cnf，可根据需要自行添加

[mysqld]
port = 3306
user = mysql
basedir = /mysqlapp/mysql
datadir = /mysqlapp/mysql/data
pid-file = /mysqlapp/mysql/data/mysql.pid
sql_mode='ONLY_FULL_GROUP_BY'
log_error = /mysqlapp/mysql/mysql-error.log
[client]
port = 3306
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7) 初始化数据库

# /mysqlapp/mysql/bin/mysqld --initialize-insecure --user=mysql
--basedir=/mysqlapp/mysql
--datadir=/mysqlapp/mysql/data

8) 设置环境变量

# echo 'export PATH=/mysqlapp/mysql/bin:$PATH' >> /etc/profile
# source /etc/profile
# tail -1 /etc/profile

9) 拷贝启动脚本、启动服务、登录数据库（没有密码）并查看版本

# cp /mysqlapp/mysql/support-files/mysql.server /etc/init.d/mysqld
# /etc/init.d/mysqld start
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3.5.2 如何安装其它版本的 docker

3.5.2.1系统版本

适用系统：V10(SP1)

适用架构：X86、AARCH

其他版本和架构可作参考。

3.5.2.2问题描述

目前系统自带的 docker 版本为 18.09，有些用户可能需要高版本的

docker，所以需要手动安装其它版本 docker。

3.5.2.3问题分析

先下载需要的 docker版本，然后将其解压到相应位置，再配置好 docker

服务，安装好之后进行验证即可。

3.5.2.4解决方案

1) docker下载地址（社区版二进制文件）：

https://download.docker.com/linux/static/stable/

2) 配置安装（以 docker 19.03.5 arm版为例）

a. 下载软件

# wget
https://download.docker.com/linux/static/stable/aarch64/docker-19.03.5.tgz

https://download.docker.com/linux/static/stable/
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b. 解压并放置到/usr/bin下面

# tar -zxvf docker-19.03.5.tgz
# cd docker
# cp * /usr/bin

c. 配置 docker服务

# vim /usr/lib/systemd/system/docker.service

d. 编辑 daemon.json文件

# mkdir /etc/docker
# vim /etc/docker/daemon.json

3) 启动 docker服务

a. 设置开机自动启动 docker
# systemctl enable docker

b. 重新加载服务

# systemctl daemon-reload

c. 启动 docker
# systemctl start docker

4) 版本验证

# docker -v

# docker info
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5) 使用验证

a. 下载 hello-world镜像

# docker pull hello-world

b. 运行 hello-world镜像

# docker run hello-world
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c. 查看本地 docker镜像

# docker images

新版本 docker安装完成。

3.5.3 如何安装旧版本 cryptography

3.5.3.1系统版本

适用系统：V10(SP1)

适用架构：X86、AARCH

其他版本和架构可作参考。

3.5.3.2问题描述

有时候安装软件需要用到 cryptography==1.5.3版本，此为 python模

块，但在安装过程中由于系统自带的 openssl 1.1.1f 版本的库文件和

cryptography使用的库文件版本不一致导致部分函数不能使用。

3.5.3.3问题分析

通过编译安装实现 1.5.3版本的 cryptography的安装。

3.5.3.4解决方案

系 统 版 本 以

Kylin-Server-10-SP1-Release-Build20-20210518-aarch64为例。
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1) 安装开发环境 openssl-del
# yum install openssl-devel

2) 安装低版本的 openssl

a. 下载低版本的 openssl
# cd /usr/local/src

下载地址：https://www.openssl.org/source/openssl-1.0.2k.tar.gz

b. 然后解压：

# tar -xf openssl-1.0.2k.tar.gz
# cd openssl-1.0.2k

c. 编译安装低版本的 openssl
# ./config --prefix=/usr/local/ssl --openssldir=/usr/local/ssl shared zlib
# make
# make install

3) 安装 cryptography==1.5.3
# yum install python2-pip
# LDFLAGS="-L/usr/local/ssl/lib
-Wl,-rpath,/usr/local/ssl/lib"CFLAGS="-I/usr/local/ssl/include" pip install
cryptography==1.5.3
-i http://pypi.douban.com/simple --trusted-host pypi.douban.com

# pip show cryptography

4) 验证

# python

https://www.openssl.org/source/openssl-1.0.2o.tar.gz
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>>>from cryptography.fernet import Fernet

3.5.4 如何安装 Xpdf

3.5.4.1系统版本

适用系统：V10(SP2)

适用架构：AARCH

其他版本和架构可作参考。

3.5.4.2解决方案

1) 安装依赖

# yum install cmake freetype zlib libpng gcc-c++ qt5* cups*

2) 下载源码，源码地址为：

https://dl.xpdfreader.com/xpdf-4.03.tar.gz

3) 进入源码目录

# cd xpdf-4.03
# cmake -DCMAKE_BUILD_TYPE=4.03

4) 编译安装
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# make && make install

5) 验证

# pdftotext -v

3.5.5 如何安装 fish

3.5.5.1系统版本

适用系统：V10(SP2)

适用架构：AARCH

其他版本和架构可作参考。

3.5.5.2解决方案

1) 下载源码

fish-3.1.2.tar.gz

下载地址：

链接：https://fishshell.com

2) 上传至机器并解压

# tar -zxvf fish-3.1.2.tar.gz
# cd fish-3.1.2

3) 安装依赖

# yum install gcc-c++
# yum install ncurses-devel

4) 执行编译安装

# cmake .
# make
# make install

5) 验证

# fish

http://172.17.31.188:8090/download/attachments/13336641/fish-3.1.2.tar.gz?version=1&modificationDate=1641368173000&api=v2


公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 81 页 / 共 171 页

3.5.6 如何安装 RabbitMQ

3.5.6.1系统版本

适用系统：V10(SP1)

适用架构：AARCH

其他版本和架构可作参考。

3.5.6.2解决方案

以系统为 V10 (SP1)-aarch64-20200711为例：

方法一：利用 rpm包安装

1) 安装 erlang
# yum localinstall erlang-23.1.5-1.ky10.aarch64.rpm

2) 安装 rabbitmq
# yum localinstall rabbitmq-server-3.7.28-1.el7.noarch.rpm

3) 启动服务

# systemctl start rabbitmq-server.service

4) 查看服务状态

# systemctl status rabbitmq-server.service
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方法二：利用二进制安装

1) 安装依赖

# yum install mesa-libGL-devel mesa-libGLU-devel make gcc gcc-c++ openssl
openssl-devel unixODBC unixODBC-devel kernel-devel m4 ncurses-devel

2) 解压并编译安装 wxWidgets-3.0.5，该插件在编译 erlang时会用到

# tar -xvf wxWidgets-3.0.5.tar.bz2
# cd wxWidgets-3.0.5
# ./configure --with-opengl --enable-debug --enable-unicode
# make && make install

3) 解压并编译安装 erlang
# tar -zxvf otp_src_22.0.tar.gz
# cd otp_src_22.0
# mkdir –p /usr/local/erlang
# ./configure --prefix=/usr/local/erlang --without-javac
# make && make install

4) 设置环境变量

# vim /etc/profile 添加以下内容

export ERLANG_HOME=/usr/local/erlang
export
RABBITMQ_HOME=/usr/local/rabbitmq_software/rabbitmq_server-3.7.28
export PATH=${ERLANG_HOME}/bin:${RABBITMQ_HOME}/sbin:${PATH}

# source /etc/profile
5)

a. 解压 rabbitmq至/usr/local/rabbitmq_software并运行

# tar -xvf rabbitmq-server-generic-unix-3.7.28.tar.xz

b. 加载网页插件，以便访问

# rabbitmq-plugins enable rabbitmq_management

c. 启动后默认监听端口 15672
# rabbitmq-server
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默认用户名和密码都是 guest，且只能通过本地访问

rabbitmq 中文社区：http://rabbitmq.mr-ping.com/

erlang 与 rabbltmq 版本对应关系：

https://www.rabbitmq.com/which-erlang.html

http://rabbitmq.mr-ping.com/
https://www.rabbitmq.com/which-erlang.html


公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 84 页 / 共 171 页

rabbitmq 官网：https://www.rabbitmq.com/

3.5.7 如何安装 PostgreSQL

3.5.7.1系统版本

适用系统：V10(SP1)、V10(SP2)

适用架构：X86、AARCH

其他版本和架构可作参考。

3.5.7.2解决方案

以 服 务 器 版 本 为 release V10 (SP2)

/(Sword)-x86_64-Build09/20210524为例。

1) 卸载系统自带的mariadb
# yum remove mariadb

2) 安装 postgresql，安装后会自动创建一个 postgres用户。

# yum install postgresql postgresql-server

3) 设置环境变量

# echo "export PGDATA=/var/lib/pgsql/data/" >> /etc/profile
# source /etc/profile

4) 修改目录权限，初始化 postgresql
# chown -R postgres:postgres /var/lib/pgsql/data/
# chmod -R 755 /var/lib/pgsql/data/

切换至 postgres用户

# su postgres
# initdb -D /var/lib/pgsql/data/

https://www.rabbitmq.com/
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5) 启动数据库服务，查看端口

# systemctl start postgresql.service
# systemctl status postgresql.service
# lsof -i:5432

6) 测试数据库连接

# psql -U postgres
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3.5.8 如何安装ODBC Driver for PostgreSQL

3.5.8.1系统版本

适用系统：V10(SP2)

适用架构：AARCH

其他版本和架构可作参考。

3.5.8.2解决方案

以 aarch架构下 V10(SP2)系统 0524版本为例。

1) 安装软件包

系统源自带 postgresql软件包

# yum install unixODBC-devel postgresql postgresql-devel postgresql-libs

2) 获取 psqlodbc源码

#
wget https://ftp.postgresql.org/pub/odbc/versions/src/psqlodbc-13.00.0000.tar
.gz
# tar -zxf psqlodbc-13.00.0000.tar.gz
# cd psqlodbc-13.00.0000

3) 编译 psqlodbc
# ./configure
# make
# make install
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编译过程中报错：

make时出现报错

报错 1

解决方法：

修改 vim /usr/include/sql.h

屏蔽以下内容（使用#if 0和#endif）

报错 2
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解决方法：

修改 vim /usr/include/sqlucode.h

屏蔽以下内容（使用#if 0和#endif）

4) 验证

# odbcinst -q -d

3.5.9 如何安装 sentencepiece

3.5.9.1系统版本

适用系统：V10（SP1）

适用架构：X86、LOONGARCH

其他版本和架构可作参考。

3.5.9.2解决方案

1) 安装依赖

# sudo yum install cmake gperftools python3-pip gcc gcc-c++
2)
# git clone https://github.com/google/sentencepiece
# cd /path/to/sentencepiece
# mkdir build
# cd build
# cmake ..
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# make -j $(nproc)
# make install

3) 指定 PKG_CONFIG_PATH 路径

# export PKG_CONFIG_PATH=/usr/local/lib/pkgconfig/（该路径在make install中
可查看）

查看 echo $PKG_CONFIG_PATH

4) Python中安装 sentencepiece，进入到 sentencepiece/python，执行

以下两条命令

# python3 setup.py build
# python3 setup.py install

或者执行

# pip3 install sentencepiece

（上述方法选其中一个即可）

查看是否已安装：

# pip3 list
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5)
# find / -name libsentencepiece*

6) 编辑 /etc/ld.so.conf文件，添加该路径

# vim /etc/ld.so.conf,

Include ld.so.conf.d/*.conf
/usr/local/lib64

7) 进入 python3，然后导入 sentencepiece进行验证

# cd python3
>>> import sentencepiece
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3.5.10 如何安装 zabbix

3.5.10.1 系统版本

适用系统：V10（SP1）

适用架构：X86

其他版本和架构可作参考。

3.5.10.2 解决方案

1) 下载源码并上传至服务器安装依赖

https://www.zabbix.com/download_sources#60LTS

2) 解压并进入源码目录

# tar -zxvf zabbix-5.0.22.tar.gz
# cd zabbix-5.0.22

3) 安装依赖

# yum install mariadb-devel net-snmp-devel OpenIPMI-devel
libevent-devel curl-devel

4) 创建目录，编译安装

# mkdir -p /opt/zabbix
# ./configure --prefix=/opt/zabbix --enable-server --enable-agent --with-mysql
--enable-ipv6 --with-net-snmp --with-libcurl --with-libxml2 --with-openipmi
# make && make install

5) 创建 zabbix用户和组，赋予 zabbix目录权限

# groupadd zabbix
# useradd zabbix
# passwd zabbix
# chown -R zabbix:zabbix /opt/zabbix

6) 验证安装

# su - zabbix
# cd /opt/zabbix
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# sbin/zabbix_server -V

3.5.11 如何安装 geckodriver

3.5.11.1 系统版本

适用系统：V10（SP1）

适用架构：AARCH

其他版本和架构可作参考。

3.5.11.2 解决方案

1) 安装 rust
# curl https://sh.rustup.rs -sSf | sh

中间会出现一个交互界面，选 1后回车



公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 93 页 / 共 171 页

安装完成后初始化环境变量

# source $HOME/.cargo/env

2) 安装 rustc 目标工具链

# rustup target install armv7-unknown-linux-gnueabihf

3) 上传源码至服务器并解压

源码地址：https://github.com/mozilla/geckodriver
# tar -zxvf geckodriver-0.28.0.tar.gz

4) 修改 geckodriver/.cargo/config文件

# vim geckodriver-0.28.0/.cargo/config

[target.armv7-unknown-linux-gnueabihf]
linker = "arm-linux-gnueabihf-gcc"

5) 编译安装

# cd geckodriver-0.28.0
# cargo build --release --target aarch64-unknown-linux-gnu

生成的二进制文件位于
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geckodriver-0.28.0/target/aarch64-unknown-linux-gnu/release目录。

6) 测试验证

# cd geckodriver-0.28.0/src
# cargo test

# geckodriver-0.28.0/target/aarch64-unknown-linux-gnu/release/

3.5.12 如何安装.NET CORE

3.5.12.1 系统版本

适用系统：V10（SP1）

适用架构：AARCH

其他版本和架构可作参考。

3.5.12.2 解决方案

1) 手动下载软件包

安装地址如下（下载 sdk和 asp.net core）：

https://dotnet.microsoft.com/download/dotnet/3.1

https://dotnet.microsoft.com/download/dotnet/3.1
https://dotnet.microsoft.com/download/dotnet/3.1
https://dotnet.microsoft.com/download/dotnet/3.1
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下载 arm64版后上传至服务器

2) 安装 ASP.NET CORE

a. 切换到 root用户：

# sudo su

b. 输入以下命令：

# mkdir -p $HOME/dotnet && tar zxf
aspnetcore-runtime-3.1.17-linux-arm64.tar.gz -C $HOME/dotnet

c. 添加环境变量：

# vi /etc/profile
添加两行内容

export DOTNET_ROOT=$HOME/dotnet
export PATH=$PATH:$DOTNET_ROOT

d. 保存退出，输入以下命令使环境变量生效

# source /etc/profile

e. 查看安装版本

# dotnet --info
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# dotnet --version

3) 安装 SDK

a. 添加环境变量

如果没有添加环境变量，重复步骤（2）的 cd即可。

b. 输入以下命令：

# mkdir -p $HOME/dotnet && tar zxf dotnet-sdk-3.1.411-linux-arm64.tar.gz -C
$HOME/dotnet

4) 检验能否运行

a. 创建测试脚本

# vi test.sh

b. 添加以下内容

#!/bin/bash
dotnet new console -–output sample1
dotnet run -–project sample1

c. 保存退出

d. 执行测试脚本

# sh test.sh
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e. 查看结果

3.5.13 如何安装 apache-dophinescheduler

3.5.13.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：X86

其他版本或架构可做参考。

3.5.13.2 解决方案

获取源码

#
wget https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinsc
heduler-1.3.6-bin.tar.gz

下载mysql和mysql-connector-j

https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinscheduler-1.3.6-bin.tar.gz
https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinscheduler-1.3.6-bin.tar.gz
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#
wget https://cdn.mysql.com/archives/mysql-5.7/mysql-5.7.29-linux-glibc2.12-
x86_64.tar.gz
#
wget https://cdn.mysql.com/archives/mysql-connector-java-8.0/mysql-connec
tor-j-8.0.31.tar.gz
#yum install java-1.8.0-openjdk-devel

安装部署mysql，参考mysql-8.0.20在 V10-SP1-aarch64上编译安装

解压 dolphinscheduler
# mkdir -p /opt/dolphinscheduler
# tar -zxvf apache-dolphinscheduler-1.3.6-bin.tar.gz -C /opt/dolphinscheduler
# mv apache-dolphinscheduler-1.3.6-bin dolphinscheduler-bin

创建部署用户

# useradd dolphinscheduler
# passwd dolphinscheduler
# sed -i '$adolphinscheduler ALL=(ALL) NOPASSWD: NOPASSWD: ALL'
/etc/sudoers
# sed -i 's/Defaults requirett/#Defaults requirett/g' /etc/sudoers
# chown -R dolphinscheduler:dolphinscheduler dolphinscheduler-bin

复制第一步中的mysql驱动至 dolphinscheduler的 lib目录下

# tar -zxvf mysql-connector-j-8.0.31.tar.gz
# cd mysql-connector-j-8.0.31/
# cp mysql-connector-j-8.0.31.jar
/opt/dolphinscheduler/dolphinscheduler-bin/lib/

启动mysql，创建数据库

# su dolphinscheduler
$ mysql -uroot -p
mysql> CREATE DATABASE dolphinscheduler DEFAULT CHARACTER SET utf8
DEFAULT COLLATE utf8_general_ci;
mysql> GRANT ALL PRIVILEGES ON dolphinscheduler.* TO 'test'@'%'
IDENTIFIED BY 'test';
mysql> GRANT ALL PRIVILEGES ON dolphinscheduler.* TO 'test'@'localhost'
IDENTIFIED BY 'test';
mysql> flush privileges;
mysql> exit

配置 dolphinscheduler
# vim /opt/dolphinscheduler/dolphinscheduler-bin/conf/datasource.properties

https://cdn.mysql.com/archives/mysql-connector-java-8.0/mysql-connector-j-8.0.31.tar.gz
https://cdn.mysql.com/archives/mysql-connector-java-8.0/mysql-connector-j-8.0.31.tar.gz
http://10.41.124.180:8090/pages/viewpage.action?pageId=38601812


公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 99 页 / 共 171 页

注释掉 postgresql的相关配置，修改mysql的配置

#
/opt/dolphinscheduler/dolphinscheduler-bin/scripts/create-dolphinscheduler.s
h
# vim
/opt/dolphinscheduler/dolphinscheduler-bin/conf/config/install_config.conf
# Note: if kerberos is enabled, please config hdfsRootUser=

hdfsRootUser="hdfs"
# kerberos config

# whether kerberos starts, if kerberos starts, following four items need to
config, otherwise please ignore

kerberosStartUp="false"
# kdc krb5 config file path
krb5ConfPath="$installPath/conf/krb5.conf"
# keytab username
keytabUserName="hdfs-mycluster@ESZ.COM"
# username keytab path
keytabPath="$installPath/conf/hdfs.headless.keytab"

# api server port
apiServerPort="12345"

# install hosts
# Note: install the scheduled hostname list. If it is pseudo-distributed, just

write a pseudo-distributed hostname
ips="localhost"

# ssh port, default 22
# Note: if ssh port is not default, modify here
sshPort="22"

# run master machine
# Note: list of hosts hostname for deploying master
masters="localhost"
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# run worker machine
# note: need to write the worker group name of each worker, the default

value is "default"
workers="localhost:default"

# run alert machine
# note: list of machine hostnames for deploying alert server
alertServer="localhost"

# run api machine
# note: list of machine hostnames for deploying api server
apiServers="localhost"

启动 dophinscheduler
# opt/dolphinscheduler/dolphinscheduler-bin/install.sh
# jps

查看进程会有 5个服务

访问 ip：12345/dophinscheduler
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3.5.14 如何安装mongodb-4.2.6

3.5.14.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：ARM64 添加架构 X86

其他版本或架构可做参考。

3.5.14.2 解决方案

源码获取

下载

https://github.com/mongodb/mongo/archive/refs/tags/r4.2.6.tar.gz

编译步骤

gcc版本要求 8以上

此处编译 9.3

下载 gcc-9.3相关包

http://mirrors.aliyun.com/gnu/gcc/gcc-9.3.0/gcc-9.3.0.tar.gz
http://mirrors.aliyun.com/gnu/gmp/gmp-6.1.2.tar.bz2
http://mirrors.aliyun.com/gnu/mpc/mpc-1.1.0.tar.gz
http://mirrors.aliyun.com/gnu/mpfr/mpfr-4.0.2.tar.gz

分别把以上四个软件包解压

# tar -zxf gcc-9.3.0.tar.gz
# tar -zxf mpc-1.1.0.tar.gz
# tar -zxf mpfr-4.0.2.tar.gz

https://github.com/mongodb/mongo/archive/refs/tags/r4.2.6.tar.gz
http://mirrors.aliyun.com/gnu/gcc/gcc-9.3.0/gcc-9.3.0.tar.gz
http://mirrors.aliyun.com/gnu/gmp/gmp-6.1.2.tar.gz
http://mirrors.aliyun.com/gnu/mpc/mpc-1.1.0.tar.gz
http://mirrors.aliyun.com/gnu/mpfr/mpfr-4.0.2.tar.gz
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# tar -xf gmp-6.1.2.tar.bz2

把mpc mpfr gmp分别 copy到 gcc-9.3.0文件夹下面

# mv gmp-6.1.2 gcc-9.3.0/gmp
# mv mpc-1.1.0 gcc-9.3.0/mpc
# mv mpfr-4.0.2 gcc-9.3.0/mpfr

创建 gcc-9.3.0的安装文件夹

# mkdir /opt/gcc9

进入到 gcc-9.3.0文件夹

# cd gcc-9.3.0

安装依赖包

# yum install texinfo

编译安装 gcc
# mkdir build
# cd build
# ../configure --prefix=/opt/gcc9
--enable-languages=c,c++ --disable-multilib
# make -j`nproc`
# make install

添加软连接

# cd /opt/gcc9/bin/
# ln -s gcc cc
# ln -s g++ g++-9
# ln -s gcc gcc-9
# ln -s /opt/gcc9/bin/* /usr/local/bin/

添加环境变量

# vim /etc/profile

添加如下内容

export GCC9_HOME=/opt/gcc9
export PATH=$GCC9_HOME/bin:$PATH
export CC=gcc-9
export CXX=g++-9

生效环境变量
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# source /etc/profile

验证版本

安装依赖包

# yum install python3-pip python3-psutil python3-pymongo python3-PyYAML
python3-packaging curl-devel openssl-devel python3-devel

# pip3 install Cheetah3 regex==2021.11.10 requirements_parser==0.3.1
-i https://pypi.mirrors.ustc.edu.cn/simple/

解压

# tar -zxf mongo-r4.2.6.tar.gz
# cd /opt/mongo-r4.2.6
# pip3 install -r etc/pip/compile-requirements.txt
-i https://pypi.mirrors.ustc.edu.cn/simple/

编译安装

# python3 buildscripts/scons.py MONGO_VERSION=4.2.6 all
CFLAGS="-march=armv8-a+crc -mtune=generic" -j 32
--disable-warnings-as-errors
# python3 buildscripts/scons.py MONGO_VERSION=4.2.6
--prefix=/opt/mongodb-4.2.6-bin/ --disable-warnings-as-errors
CFLAGS="-march=armv8-a+crc" install -j 32

编译完成的二进制文件在/opt/mongodb-4.2.6-bin目录下

进入该目录，删除调试信息

# strip mongo mongod mongos

https://pypi.mirrors.ustc.edu.cn/simple/
https://pypi.mirrors.ustc.edu.cn/simple/
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编译mongodb-tools
# cd
/opt/mongo-r4.2.6/src/mongo/gotools/src/github.com/mongodb/mongo-tools

安装依赖

# yum install libpcap-devel go

配置 go的环境变量

# vim /etc/profile/
export GOROOT=/usr/lib/golang/
export GOPATH=/usr/lib/golang/src
export PATH=$PATH:$GOROOT/bin:$GOPATH:bin
# source /etc/profile
# ./build.sh

编译完成的二进制文件在当前目录下的 bin文件下

使用 strip命令删除调试信息

安装验证

http://github.com/mongodb/mongo-tools
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由于编译的时候使用 gcc-9.3，所有如果编译安装和使用不在一个机器的

话，需要把 gcc的库文件（libstdc++.so.6.0.28）更换成编译 gcc-9.3时生

成 的 ， 路 径 为 /usr/lib64 下 ， 更 换 libstdc++.so.6 软 连 接 的 指 向 到

libstdc++.so.6.0.28

启动mongodb
# ./mongod

3.5.15 如何安装mesos-1.8.1

3.5.15.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1/SP2）

适用架构：ARM64、X86

其他版本或架构可做参考。

3.5.15.2 解决方案

源码获取

https://github.com/apache/mesos/archive/refs/tags/1.8.1.tar.gz

编译步骤

https://github.com/apache/mesos/archive/refs/tags/1.1.0.tar.gz


公开参考 银河麒麟高级服务器操作系统软件适配常见问题指导手册

第 106 页 / 共 171 页

此处以 V10-SP1-0518-X86_64为例：

配置maven

SP2：使用系统自带的maven软件包

SP1：获取maven软件包

#
wget https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-
maven-3.6.3-bin.tar.gz --no-check-certificate

把maven放在/opt目录下，并解压

# tar -zxf apache-maven-3.6.3-bin.tar.gz

配置maven环境变量

# vim /etc/profile

生效环境变量

# source /etc/profile

把maven配置国内源

# vim /opt/apache-maven-3.6.3/conf/settings.xml

安装依赖

# yum install python3-devel python3-six java-1.8.0-openjdk-devel zlib-devel
openssl-devel cyrus-sasl-md5 apr-util-devel wget apr-devel libidn-devel

https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
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apr-util libcurl-devel cyrus-sasl cyrus-sasl-devel subversion-devel subversion
python3-pytz python3-google-apputils

解压mesos软件包

# tar -zxf mesos-1.8.1.tar.gz

创建安装目录

# mkdir /opt/mesos-bin

编译安装

# cd mesos-1.8.1
# ./bootstrap
# ./configure --prefix=/opt/mesos-bin
# make -j `nproc`
# make install

安装后的文件在/opt/mesos-bin目录下

安装验证

上传二进制文件至/opt目录下并解压

复制mesos-master-env.sh.template配置文件并进行修改

# cd /opt/mesos-bin/etc/mesos/
# cp mesos-master-env.sh.template mesos-master-env.sh
# vim mesos-master-env.sh

修改如下两句：

export MESOS_log_dir=/var/log/mesos
export MESOS_work_dir=/opt/mesos-bin/data

修改mesos-slave-env.sh.template配置文件

# vim mesos-slave-env.sh.template

修改MESOS_master
export MESOS_master=ip:5050
(其中 ip为本机 ip)

对主机配置文件/etc/hosts添加主节点

# vim /etc/hosts

添加如下内容：

IP master
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（其中master为电脑名）

在/opt/mesos-bin/etc/mesos/目录下编辑主节点配置文件

# vim masters

对系统进行免密操作

# ssh-keygen -t rsa
# ssh-copy-id -i ~/.ssh/id_rsa.pub root@172.17.xxx.xxx

启动/opt/mesos-bin/sbin/mesos-start-masters.sh
# ./mesos-start-masters.sh

打开浏览器访问 ip:5050

mailto:root@172.17.123.125
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3.5.16 如何安装 canu-1.8

3.5.16.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP2）

适用架构：AARCH64

其他版本或架构可做参考。

3.5.16.2 解决方案

源码获取

https://github.com/marbl/canu/archive/refs/tags/v1.8.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1_58_0.tar
.gz

编译步骤

经验证在 V10-SP1-0518-aarch64架构下，可以使用系统自带的 boost

进行编译安装，

在 V10-SP2-0524-aarch64下，由于使用的 boost版本为 1.7.3，导致

编译失败，需要更换低版本

https://github.com/marbl/canu/archive/refs/tags/v1.8.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1_58_0.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1_58_0.tar.gz
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此处使用 boost-1.5.8

源码编译安装 boost-1.58版本

# tar -zxf boost_1_58_0.tar.gz
# cd boost_1_58_0
# sed -ri 's/\-m64/\-mabi=lp64/g' `grep -Rl '\-m64'`
# ./bootstrap.sh
# ./b2
# ./b2 install
# mkdir -p /usr/include/boost
# cp -rf /usr/local/include/boost/* /usr/include/boost
# cp -rf /usr/local/lib/* /usr/lib
# ldconfig /usr/local/lib

至此 boost-1.58.0版本安装完成

canu-1.8编译安装

# tar -zxf canu-1.8.tar.gz
# cd canu-1.8/src
# make -j 8
# make install

安装验证

查看帮助
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3.5.17 如何安装 glibc-2.29

3.5.17.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP2）

适用架构：AARCH64

其他版本或架构可做参考。

3.5.17.2 解决方案

源码获取

https://ftp.gnu.org/gnu/glibc/glibc-2.29.tar.xz
# yum install gcc binutils texinfo gawk bison sed pexpect gdb gettext perl

下载源码包到/opt下

解压

# tar -zxf glibc-2.29.tar.gz
# cd glibc-2.29
# mkdir -p /opt/glibc-install ---编译后的安装目录

# mkdir build
# cd build

修改文件

# vim /opt/glibc-2.29/nss/makedb.c

https://ftp.gnu.org/gnu/glibc/glibc-2.29.tar.xz
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修改文件

# vim /opt/glibc-2.29/nscd/selinux.c
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编译

# ../configure --prefix=/opt/glibc-install
# make
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# make install

安装完成后在/opt/glibc-install目录下

安装验证

验证

3.5.18 如何安装 codis-3.2.2

3.5.18.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP2）

适用架构：AARCH64/X86

其他版本或架构可做参考。

3.5.18.2 解决方案

源码获取

https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz

获取 golang并放在/opt目录下

https://dl.google.com/go/go1.9.2.linux-arm64.tar.gz
https://dl.google.com/go/go1.9.2.linux-amd64.tar.gz

解压 golang
# tar -zxf go1.9.2.linux-amd64.tar.gz
# tar -zxf go1.9.2.linux-arm64.tar.gz

设置 go的环境变量

# export PATH=/opt/go/bin:$PATH

https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
https://dl.google.com/go/go1.9.2.linux-arm64.tar.gz
https://dl.google.com/go/go1.9.2.linux-amd64.tar.gz
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安装 java-1.8.0-openjdk-devel
# yum install java-1.8.0-openjdk-devel
# cd /opt/go

创建 codis源码存放路径：

# mkdir -p /opt/go/src/github.com/CodisLabs

把 codis源码放在在以上路径

# cd /opt/go/src/github.com/CodisLabs
# wget https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
# tar -zxf codis-3.2.2.tar.gz
# mv codis-3.2.2 codis
# cd codis/
# make

编译成功后文件在 bin目录下

保留图片

3.5.19 如何安装 kong-1.3.0

3.5.19.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP2）

适用架构：AARCH64

其他版本或架构可做参考。

3.5.19.2 解决方案

源码获取

https:// github.com/Kong/kong.git

http://github.com/CodisLabs
http://github.com/CodisLabs
https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
https://ghproxy.com/https:/github.com/Kong/kong.git
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安装依赖

# yum install zlib-devel libyaml-devel

配置 github代理，另外由于 github不在使用 git拉取文件，

# vim .gitconfig 添加如下内容

[url "https: /https://github.com"]
insteadOf = git://github.com

获取 kong-build-tools（放在/opt目录下）

# git clone https://github.com/Kong/kong-build-tools.git

切换版本到 2.0.2
# cd kong-build-tools
# git checkout tags/2.0.2

在当前目录获取 openresty-build-tools直接使用master版本

# git clone https://github.com/Kong/openresty-build-tools
# cd openresty-build-tools
# vim kong-ngx-build

由于里面的 pcre的地址已经变更无法获取，可以下载后搭建本地 apache

pcre获取地址：

https://sourceforge.net/projects/pcre/files/pcre/

https://ghproxy.com/https://github.com
git://github.com
https://ghproxy.com/https:/github.com/Kong/kong-build-tools.git
https://github.com/Kong/openresty-build-tools
https://sourceforge.net/projects/pcre/files/pcre/
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# cd /opt/kong-build-tools
创建安装目录

# mkdir -p /opt/kong-bin
安装依赖

# ./openresty-build-tools/kong-ngx-build --prefix /opt/kong-bin --work
work --openresty 1.15.8.1 --openssl 1.1.1c --kong-nginx-module
0.0.6 --luarocks 3.1.3 --pcre 8.41 --jobs 16

安装完成后会在 kong-bin目录下产生文件

配置环境变量

# export KONG_DIR=/opt/kong-bin
# export OPENSSL_DIR=$KONG_DIR/openssl
# export
PATH=$KONG_DIR/openresty/bin:$KONG_DIR/openresty/nginx/sbin:
$OPENSSL_DIR/bin:$KONG_DIR/luarocks/bin:$PATH

查看版本信息

# openssl version -a
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# nginx -V
# resty -v
# openresty -V
# luarocks --version

获取 kong源码

# cd /opt/kong-bin
# git clone https://ghproxy.com/https://github.com/Kong/kong.git

https://ghproxy.com/https:/github.com/Kong/kong.git
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# cd kong
# git checkout tags/1.3.0

编译安装

# make install

安装验证

设置环境变量

# export PATH=/opt/kong-bin/kong/bin:$PATH
# export
LUA_PATH="/opt/kong-bin/luarocks/share/lua/5.1/?.lua;/opt/kong-bin
/kong/?/init.lua;;"

配置 postgresql数据库

# yum instal postgresql postgresql-server
创建用户 postgres

# useradd postgres
# passwd postgres

切换用户并进入数据库

# su - postgres
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postgresql创建用户 kong1

切换回 root用户

创建/etc/kong文件夹

# mkdir /etc/kong
# cp /opt/kong-bin/kong/kong.conf.default /etc/kong/
# cd /etc/kong
# cp kong.conf.default kong.conf

修改配置文件 kong.conf，内容如下
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初始化数据库

启动 kong
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# kong start

通过网页查看 localhost:8001

停止 kong

3.5.20 如何安装 sysak-1.3.0

3.5.20.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：X86

其他版本或架构可做参考。

3.5.20.2 解决方案

简介：

SysAK（System Analyse Kit）是龙蜥社区系统运维 SIG，通过对过往

百万服务器运维经验进行抽象总结，而提供的一个全方位的系统运维工具集，
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可以覆盖系统的日常监控、线上问题诊断和系统故障修复等常见运维场景。

下载源码

# git clone -b v1.3.0 https://gitee.com/anolis/sysak.git
安装依赖

# yum install elfutils-devel perf llvm
将源换成 sp2的源，安装高版本 clang，sp1自带 clang版本过低，会编

译报错

# vim /etc/yum.repos.d/kylin_x86_64.repo

# yum install clang
安装完后记得换回 sp1的源

修改文件

# vim
/root/sysak/source/tools/detect/mem/podmem/memcache/Makefile

修改第 3行，删除-static-libstdc++参数

# vim /root/sysak/rpm/sysak-build-nodep.sh
修改第 86行，删除--enable-static参数

https://gitee.com/anolis/sysak.git
https://gitee.com/anolis/sysak.git
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编译打包

# cd /root/sysak/rpm
# ./sysak-build-nodep.sh 1.3.0 1

脚本后面两个参数分别为，版本号（1.3.0）和更新版本（1），需根据实

际源码版本修改

编译完成的包位于/root/sysak/rpm/RPMS/x86_64/目录下

安装验证

# rpm -ivh sysak-1.3.0-1.ky10.x86_64.rpm

# systemctl start sysak.service
# systemctl status sysak.service

3.5.21 如何安装 vernemq-1.11.0

3.5.21.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP3）

适用架构：X86

其他版本或架构可做参考。

3.5.21.2 解决方案

源码获取

# git
clone https://ghproxy.com/https://github.com/vernemq/vernemq.git

切换版本

https://ghproxy.com/https:/github.com/vernemq/vernemq.git
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# cd vernemq/
# git checkout tags/1.11.0

编译步骤

安装依赖

# yum install erlang snappy-devel
其中 erlang版本需要>=21.2

配置 github代理，否则无法拉取软件包

#vim .gitconfig 添加如下内容

[url "https://ghproxy.com/https://github.com"]
insteadOf = https://github.com

[url "https://ghproxy.com/https://github.com"]
insteadOf = git://github.com

编译

# cd vernemq
# make rel

安装完成后目录在如下路径：

# /opt/vernemq/_build/default/rel/vernemq

安装验证

启动

# cd /opt/vernemq/_build/default/rel/vernemq
# ./bin/vernemq start

通过网页查看 status

https://ghproxy.com/https://github.com
https://github.com/
https://ghproxy.com/https://github.com
git://github.com
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访问 http://localhost:8888/status

停止：

# ./bin/vernemq stop

3.5.22 如何安装 emqx-4.4.0

3.5.22.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：X86、AARCH64

其他版本或架构可做参考。

3.5.22.2 解决方案

源码获取

# git clone https://github.com/emqx/emqx.git
# cd emqx/
# git checkout v4.4.0

http://localhost:8888/status
https://github.com/emqx/emqx.git
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编译步骤

此次以 V10-SP1-0518-aarch64为例

查看依赖的 erlang版本

# vim scripts/fail-on-old-otp-version.escript

需要 erlang版本最低 21，建议 23

此处使用 23版本的

编译 erlang-23软件包

使用 openEuler中的 src.rpm包编译打包

https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Pack
ages/erlang-23.3.4.9-1.oe2203sp2.src.rpm

编译完成后安装 erlang

配置 github加速

# git config --global
url."https://ghproxy.com/https://github.com".insteadOf
"https://github.com"

修改文件（为了提高下载速度）

# vim scripts/ensure-rebar3.sh

#vim scripts/get-dashboard.sh

https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Packages/erlang-23.3.4.9-1.oe2203sp2.src.rpm
https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Packages/erlang-23.3.4.9-1.oe2203sp2.src.rpm
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编译

make
编译完成的文件在如下路径： _build/emqx/rel/emqx

安装验证

启动

# _build/emqx/rel/emqx/bin/emqx start
查看状态

# _build/emqx/rel/emqx/bin/emqx _ctl status

通过网页查看

访问 http://localhost:18083

http://localhost:18083/
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停止

# _build/emqx/rel/emqx/bin/emqx stop

3.5.23 如何安装 fastjson-1.2.79

3.5.23.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：X86、AARCH64

其他版本或架构可做参考。

3.5.23.2 解决方案

源码获取

fastjson是阿里巴巴的开源 JSON解析库，它可以解析 JSON格式的字符

串，支持将 Java Bean序列化为 JSON字符串，也可以从 JSON字符串反序列

化到 JavaBean。

fastjson的优点：
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速度快

fastjson相对其他 JSON库的特点是快，从 2011年 fastjson发布 1.1.x

版本之后，其性能从未被其他 Java实现的 JSON库超越。

使用广泛

fastjson在阿里巴巴大规模使用，在数万台服务器上部署，fastjson在业

界被广泛接受。在 2012年被开源中国评选为最受欢迎的国产开源软件之一。

# git clone https://gitee.com/mirrors/fastjson.git
# cd fastjson/
# git checkout 1.2.79

编译步骤

安装依赖

# yum install java-1.8.0-openjdk-devel
配置maven

V10-SP1由于系统没有自带maven，需要从如下路径下载，然后配置环

境变量

http://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/ap
ache-maven-3.6.3-bin.tar.gz

V10-SP2&V10-SP3可以直接使用 yum安装maven软件

修改配置文件（只有 aarch64需要，x86_64不需要），避免使用的 jar

包中包含 x86的相关文件

# vim pom.xml

https://gitee.com/mirrors/fastjson.git
http://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
http://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
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编译打包

生成对应的 jar包
# mvn clean package -Dmaven.test.skip=true

然后生成的 jar包在 target文件夹中

直接安装到本地

# mvn clean install -Dmaven.test.skip=true

安装验证

把 jar包安装到本地仓库方法：（默认在本地~/.m2/repository下）

# mvn install:install-file
-Dfile=/root/fastjson/target/fastjson-1.2.79.jar
-DgroupId=com.alibaba -DartifactId=fastjson -Dversion=1.2.79
-Dpackaging=jar

-Dfile 需要安装的文件路径

-DgroupId 安装在哪个 group下面

-DartifactId 安装在哪个项目下面

-Dversion jar包版本

-Dpackageing 文件格式
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安装需要有项目，步骤参考如下：

https://github.com/alibaba/fastjson/wiki/Quick-Start-CN
3.5.24 如何安装 FATE-1.9.0

3.5.24.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP1）

适用架构：AARCH64

其他版本或架构可做参考。

3.5.24.2 解决方案

源码获取

由于 github无法正常访问问题，使用 gitee同步的代码

# git clone https://gitee.com/mirrors/FATE.git
# cd FATE
# git checkout tags/v1.9.0

https://github.com/alibaba/fastjson/wiki/Quick-Start-CN
https://gitee.com/mirrors/FATE.git
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申请 gitee账号，同步上面 3个子模块，把上面文件中的 github.com的

代码地址修改成自己 gitee账号中同步的地址。

# git submodule sync
# git submodule update --init --recursive

通过以上方法获取完整的源码

然后把源码包打包并命名为 FATE-1.9.0-with-submodules-src.tar.gz

编译步骤

获取所有 python模块

获取官网做好的单机安装软件包

https://webank-ai-1251170195.cos.ap-guangzhou.myqcloud.co

http://github.com/
https://webank-ai-1251170195.cos.ap-guangzhou.myqcloud.com/fate/1.9.0/release/standalone_fate_install_1.9.0_release.tar.gz
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m/fate/1.9.0/release/standalone_fate_install_1.9.0_release.tar.gz

解压此文件，在 standalone_fate_install_1.9.0_release/env/pypi 目

录下可以看的需要 python模块的名称和版本。

把这些模块在 kylin系统上面做出来，其中部分由于各种原因更换版本，

列表参考如下：

fate-1.9.0-python-list.et

做好的 python模块文件夹重新命名为 whl-for-fate-1.9.0

离线安装

获取源码

把源码包 FATE-1.9.0-with-submodules-src.tar.gz 和 python 模块包

whl-for-fate-1.9.0上次到对应主机

解压 FATE-1.9.0-with-submodules-src.tar.gz
# tar -zxf FATE-1.9.0-with-submodules-src.tar.gz

设置部署所需环境变量(注意, 通过以下方式设置的环境变量仅在当前终端

会话有效, 若打开新的终端会话, 如重新登录或者新窗口, 请重新设置)
# cd FATE
# export FATE_PROJECT_BASE=$PWD
# export version=`grep "FATE=" ${FATE_PROJECT_BASE}/fate.env |
awk -F "=" '{print $2}'`

部署前环境检查

本地 8080，9360，9380端口是否被占用

# netstat -apln| grep 8080
# netstat -apln| grep 9360
# netstat -apln| grep 9380

https://webank-ai-1251170195.cos.ap-guangzhou.myqcloud.com/fate/1.9.0/release/standalone_fate_install_1.9.0_release.tar.gz
http://10.41.124.180:8090/download/attachments/38601150/fate-1.9.0-python-list.et?version=1&modificationDate=1675750654490&api=v2
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安装 python环境

使用系统自带的 python3.7.9

安装 python环境

# yum install python3-devel python3 python3-pip python3-wheel
为 FATE配置虚拟环境

# cd whl-for-fate-1.9.0
# pip3 install pip-23.0-py3-none-any.whl
virtualenv-20.16.2-py2.py3-none-any.whl
distlib-0.3.6-py2.py3-none-any.whl filelock-3.3.1-py3-none-any.whl
importlib_metadata-4.12.0-py3-none-any.whl
platformdirs-2.5.2-py3-none-any.whl
six-1.16.0-py2.py3-none-any.whl zipp-3.8.1-py3-none-any.whl
typing_extensions-4.3.0-py3-none-any.whl

创建虚拟环境的根目录

# mkdir /opt/virtualenv-python
# cd /opt/virtualenv-python
# python3 -m venv fate-test-for-kylin
# export
FATE_VENV_BASE=/opt/virtualenv-python/fate-test-for-kylin
# source ${FATE_VENV_BASE}/bin/activate

PS ： 其 中 virtualenv-python 为 放 置 虚 拟 环 境 的 根 目 录 ，

fate-test-for-kylin为虚拟环境名称

安装 FATE所需要的 python依赖包

# cd ${FATE_PROJECT_BASE}
# bash bin/install_os_dependencies.sh

修改 bin/install_os_dependencies.sh
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再次执行 bash bin/install_os_dependencies.sh

提示缺少依赖包

安装以下依赖包

python3-meld3-1.0.2-8.ky10.noarch.rpm
supervisor-4.0.4-3.ky10.noarch.rpm

获取路径：

http://172.30.12.238/kojifiles/packages/supervisor/4.0.4/3.ky10/
noarch/supervisor-4.0.4-3.ky10.noarch.rpm

http://172.30.12.238/kojifiles/packages/python-meld3/1.0.2/8.ky
10/noarch/python3-meld3-1.0.2-8.ky10.noarch.rpm

安装完依赖包后再次执行 bash bin/install_os_dependencies.sh
# source ${FATE_VENV_BASE}/bin/activate
# pip3 install /opt/whl-for-fate-1.9.0/pip-23.0-py3-none-any.whl
# pip install /opt/whl-for-fate-1.9.0/*.whl

http://172.30.12.238/kojifiles/packages/supervisor/4.0.4/3.ky10/noarch/supervisor-4.0.4-3.ky10.noarch.rpm
http://172.30.12.238/kojifiles/packages/supervisor/4.0.4/3.ky10/noarch/supervisor-4.0.4-3.ky10.noarch.rpm
http://172.30.12.238/kojifiles/packages/python-meld3/1.0.2/8.ky10/noarch/python3-meld3-1.0.2-8.ky10.noarch.rpm
http://172.30.12.238/kojifiles/packages/python-meld3/1.0.2/8.ky10/noarch/python3-meld3-1.0.2-8.ky10.noarch.rpm
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配置 FATE

编辑 bin/init_env.sh环境变量文件

# cd ${FATE_PROJECT_BASE}
# sed -i.bak
"s#PYTHONPATH=.*#PYTHONPATH=$PWD/python:$PWD/fateflow/p
ython#g" bin/init_env.sh
# sed -i.bak "s#venv=.*#venv=${FATE_VENV_BASE}#g"
bin/init_env.sh

检查 conf/service_conf.yaml全局配置文件中是否将基础引擎配置为单

机版, 若 default_engines显示如下，则为单机版

启动 fate flow server
# cd ${FATE_PROJECT_BASE}
# source bin/init_env.sh
# cd fateflow
# bash bin/service.sh status
# bash bin/service.sh start

安装 fate client
# cd ${FATE_PROJECT_BASE}
# source bin/init_env.sh
# cd python/fate_client/
# python setup.py install

初始化 fate flow client
# cd ../..
# flow init -c conf/service_conf.yaml
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Toy测试

# flow test toy -gid 10000 -hid 10000

单元测试

# cd ${FATE_PROJECT_BASE}
# bash ./python/federatedml/test/run_test.sh

源码安装 fateboard

参 考 如 下 ：

https://gitee.com/sun-zhigang/FATE-Board/blob/v1.9.0/deploy/FATE-
Board_deploy_guide_CN.md

获取并配置maven
#
wget https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/
apache-maven-3.6.3-bin.tar.gz --no-check-certificate

把 apache-maven-3.6.3-bin.tar.gz放置在/opt目录下

# tar -zxf apache-maven-3.6.3-bin.tar.gz
vim /etc/profile 添加如下内容：

# export MAVEN_HOME=/opt/apache-maven-3.6.3
# export PATH=$MAVEN_HOME/bin:$PATH

生效环境变量

# source /etc/profile
获取 fateboard源码包

https://gitee.com/sun-zhigang/FATE-Board/blob/v1.9.0/deploy/FATE-Board_deploy_guide_CN.md
https://gitee.com/sun-zhigang/FATE-Board/blob/v1.9.0/deploy/FATE-Board_deploy_guide_CN.md
https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-maven-3.6.3-bin.tar.gz
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# git clone https://github.com/FederatedAI/FATE-Board.git
# cd FATE-Board
# git checkout tags/v1.9.0

编译打包

# cd FATE-Board
# yum install java-1.8.0-openjdk-devel
# mvn clean package -DskipTests

编译完成后把 FATE-Board文件夹 copy到 FATE文件夹下面

整合 FATE和 FATE-Board
# cd ${FATE_PROJECT_BASE}
# vim fateboard/bin/service.sh

修改内容如下：

获取 java路径：（版本可能不一样，但是方法一样）

# yum install java-1.8.0-openjdk-devel

https://github.com/FederatedAI/FATE-Board.git
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# cd ${FATE_PROJECT_BASE}
# vim bin/init_env.sh

添加 java路径

启动 fateboard
# cd fateboard/bin
# bash service.sh status

# bash service.sh start

访问 fateboard

打开网页，输入地址：http://ip:8080,其中 ip为 127.0.0.1或本机时间

ip

账 号 密 码 均 为 admin ， 由

FATE-Board/src/main/resources/application.properties文件配置

file:////home/tjy/文档/x/http://ip:8080,%E5%85%B6%E4%B8%ADip%E4%B8%BA127.0.0.1%E6%88%96%E6%9C%AC%E6%9C%BA%E6%97%B6%E9%97%B4ip/
file:////home/tjy/文档/x/http://ip:8080,%E5%85%B6%E4%B8%ADip%E4%B8%BA127.0.0.1%E6%88%96%E6%9C%AC%E6%9C%BA%E6%97%B6%E9%97%B4ip/
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关闭 fateboard
# bash service.sh stop

3.5.25 如何安装 tars-2.4.12

3.5.25.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP2）

适用架构：AARCH64

其他版本或架构可做参考。

3.5.25.2 解决方案

源码获取

# git clone -b
v2.4.12 https://github.com/TarsCloud/TarsFramework.git --recursive

编译步骤

1.安装依赖

# yum install glibc-devel gcc gcc-c++ bison flex cmake which psmisc
ncurses-devel zlib-devel psmisc telnet net-tools wget unzip mariadb

https://github.com/TarsCloud/TarsFramework.git
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npm
2.进入源码目录进行编译安装

# cd TarsFramework
# mkdir build && cd build
# cmake ..
# make && make install

编译完成后会在/usr/local下生成 tars目录

安装验证

1.配置mariadb数据库

#systemctl start mariadb
#mysql -uroot -p //首次登陆没有密码

设置mysql密码

MariaDB [(none)] > ALTER USER 'root'@'localhost' IDENTIFIED BY
'123123';

2.下载 TarsWeb源码，并上传至/usr/local/tars/cpp/deploy目录下，更

改目录名为 web
#cd /usr/local/tars/cpp/deploy
#git clone -b v2.4.12 https://github.com/TarsCloud/TarsWeb.git
#mv TarsWeb web

3.安装 TarsWeb
#cd web
#npm install
#npm install pm2 -g

4.安装 tars
# ./tars-install.sh 127.0.0.1 123123 127.0.0.1 tars2015 enp3s0 root
3306 false false

参数从左到右分别为：数据库地址，数据库密码，安装 tars地址，网卡名，

https://github.com/TarsCloud/TarsWeb.git
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数据库端口，数据库用户，是否从节点，是否重建数据库

安装完成后会启动 3000端口

5.网页访问 ip:3000

首次登陆设置密码

登录

3.5.26 如何安装 greenplum-6.20.0

3.5.26.1 系统版本

适用系统：银河麒麟高级服务器 V10（SP3）

适用架构：AARCH64

其他版本或架构可做参考。
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3.5.26.2 解决方案

1.源码获取

http://github.com/greenplum-db/gpdb/releases/download/6.20.0
/6.20.0-src-full.tar.gz

2.编译步骤

解压

# tar -zxf 6.20.0-src-full.tar.gz
# cd gpdb_src

查看 README.md 文件

需要 xerces 3.1 或 gp-xerces

此处使用 xerces3.1

源码获取地址：

http://vault.centos.org/7.9.2009/os/Source/SPackages/xerces-c-
3.1.1-10.el7_7.src.rpm

可以正常编译打包安装

# yum install xerces-c-3.1.1-10.ky10.ky10.aarch64.rpm
xerces-c-devel-3.1.1-10.ky10.ky10.aarch64.rpm

r2ec（使用 koji 中的包）

https://kojipkgs.fedoraproject.org//packages/re2c/2.0.3/1.fc33/sr
c/re2c-2.0.3-1.fc33.src.rpm
# rpm -ivh re2c-2.0.3-1.fc33.src.rpm
# yum-builddep ~/rpmbuild/SPECS/re2c.spec
# rpmbuild -ba ~/rpmbuild/SPECS/re2c.spec

查看依赖包需求：

通过 README.CentOS.bash 查看
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# yum install apr-devel bison bzip2-devel cmake3 flex gcc gcc-c++ krb5-devel
libcurl-devel libevent-devel libkadm5 libyaml-devel libxml2-devel libzstd-devel
openssl-devel perl-ExtUtils-Embed python2-devel python2-pip readline-devel
xerces-c-devel zlib-devel python2-wheel

配置 pip国内源

# pip config set global.index-url https://pypi.tuna.tsinghua.edu.cn/simple
# pip install conan
# pip install -r python-dependencies.txt

报错：

解决方法：

编码错误，把 logilab-common-0.50.1.tar.gz的源码包在 centos7上编

译成 whl文件使用

编译方法如下：

安装 python-devel python-wheel

解压进入压缩包，执行 python setup.py bdist_wheel

parse-type安装 0.3.4版本

https://pypi.tuna.tsinghua.edu.cn/simple
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编译安装：

修改 aarch64支持的指令

# vim gpdb_src/src/backend/gporca/libgpos/include/gpos/utils.h

创建安装目录：

# mkdir /root/greenplum-6.20.0-bin

# ./configure --enable-orca --with-perl --with-python --with-libxml --with-gssapi
--prefix=/root/greenplum-6.20.0-bin

# make -j `nproc`
# make install

如果把编译好的二进制文件移到其他机器使用，需要安装软件包

xerces-c-3.1.1-10.ky10.ky10.aarch64.rpm

3.安装验证

关闭防火墙

# systemctl stop firewalld.service
# systemctl disable firewalld.service

创建组和用户

# groupadd gpadmin
# useradd -g gpadmin gpadmin
# passwd gpadmin

创建数据库的数据目录

# mkdir -p /data/gpdb/segdata
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# mkdir -p /data/gpdb/master
# chown -R gpadmin:gpadmin /data/gpdb/segdata/
# chown -R gpadmin:gpadmin /data/gpdb/master/

修改主机名

# hostnamectl set-hostname master
# echo "IP master" >> /etc/hosts #IP为主机实际 ip

切换到 gpadmin用户

# su - gpadmin

配置环境变量

# vim .bash_profile

添加如下内容：

生效环境变量

# source .bash_profile

配置节点互信

# gpssh-exkeys -h 'master'

切换到 root用户，创建集群主机配置文件

# exit
# echo master > /data/gpdb/hostfile

设置打开文件数量

# ulimit -n 65535

切换到 gpadmin用户，创建初始化配置文件 init.config
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# su - gpadmin
# vim /home/gpadmin/init.config

文件添加如下内容：

ARRAY_NAME="Greenplum Cluster"
SEG_PREFIX=gpseg #segment数据库前缀名

PORT_BASE=40000 #segment数据库起始端口号

declare -a DATA_DIRECTORY=(/data/gpdb/segdata /data/gpdb/segdata)
#segments数据目录，有几个DATA_DIRECTORY, 每个节点上便会启动几个segment，
本例为 2个 segment
MASTER_HOSTNAME=master #master主机名

MASTER_DIRECTORY=/data/gpdb/master #master数据目录

MASTER_PORT=5432 #master端口号，也是对外业务端口号

TRUSTED_SHELL=ssh
CHECK_POINT_SEGMENTS=8
ENCODING=UNICODE
DATABASE_NAME=gpdb
MACHINE_LIST_FILE=/data/gpdb/hostfile #集群配置文件，hostfile对应上面创建的

文件名

初始化数据库

# gpinitsystem -c /home/gpadmin/init.config -a
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查询数据库进程

# ps -ef | grep postgres

运行数据库

停止数据库

# gpstop

启动数据库

验证数据库
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使用 gpadmin用户登录数据库

# psql -d postgres

创建数据库

# create database isoft;
# \l

创建用户

# create role isfot password 'isoft' createdb login;
# select rolname,oid from pg_roles;

创建表

# create table isoftt(id int, name varchar(10));
# select * from isoftt;

表的增删改查
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3.6 虚拟机问题

3.6.1 如何扩展 swap交换空间

3.6.1.1系统版本

适用系统：V10(SP1)、V10(SP2)

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。

3.6.1.2解决方案

扩展 swap空间

1) 查看内存空间

# free –h

2) 创建物理分区
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# dd if=/dev/zero of=/mnt/swap bs=1024 count=40960000

注：of：物理分区位置，以实际路径为准

count：设置 swap大小，以 KB为单位，40960000设置 swap空间为

40G

bs=bytes：同时设置读入/输出的块大小为 bytes 个字节。

3) 启用交换分区文件

# swapon /mnt/swap

4) 再次查看内存

3.6.2 KVM虚拟机如何进行磁盘扩容

3.6.2.1系统版本

适用系统：V10（SP1）、V10（SP2）

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。

3.6.2.2问题描述

给 kvm 虚拟机扩容（原来 kylin10.0-1.qcow2 只有 100G，现在增加

100G，总容量 200G）。

3.6.2.3问题分析

给虚拟机扩容时需要将其关机。

3.6.2.4解决方案

1) 关闭虚拟机前先用 fdisk -l看下虚拟机容量。

# fdisk -l
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2) 关闭物理机，在物理机上查看需要扩容的虚拟机硬盘容量信息。

# qemu-img info /var/lib/libvirt/images/kylin10.0-1.qcow2

3) 给虚拟硬盘扩容

# qemu-img resize /var/lib/libvirt/images/kylin10.0-1.qcow2 +100G

4) 再次查看当前虚拟机硬盘容量有没有增加

5) 开启虚拟机，进入虚拟机，用 fdisk –l查看容量有没有增加

出现以上报错，可以通过重新写入解决。
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# fdisk /dev/vda

6) 用 lsblk 查看分区情况，关键是找出需要扩容的分区（本文以 vda3作为

示例）

# lsblk

7) 安装 growpart命令

a.
# yum install cloud-utils-growpart -y

b. 执行 growpart命令对需要扩容的分区进行容量扩展操作。

# growpart /dev/vda 3

但是出现了以下错误：

解决该错误：

①查看服务器当前的语言类型:
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# echo $LANG

②定义全局变量，语言修改为英文并再次查看语言类型：

# export LANG=en_US.UTF-8
# echo $LANG

③重新使用 growpart命令对分区扩容:
# growpart /dev/vda 3

④lsblk再次查看有没有给 vda3扩容成功:
# lsblk

8) vda3总分区扩容成功后，再给其下的某个分区扩容（用 df -h查看其分区

下某个分区的全路径，例如/dev/mapper/klas-root

# pvresize /dev/vda3
# pvdisplay
# vgdisplay
# lvextend -L +100G /dev/mapper/klas-root
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此时用 lsblk查看 klas-root这个分区发现容量已经增加，但用 df -h查看

并没增加，此时用 xfs_growfs /dev/mapper/klas-root刷新下即可。

# lsblk
# df -h
# xfs_growfs /dev/mapper/klas-root
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如果提示如下报错，则使用分区“/”方式刷新：

使用分区“/”方式刷新：

# xfs_growfs /

3.6.3 如何使用 virt-install安装虚拟机

3.6.3.1系统版本

适用系统：V10(SP1)、V10(SP2)

适用架构：X86、AARCH

其他版本和架构可作参考。

3.6.3.2问题描述

如何使用 virt-instal安装虚拟机？

3.6.3.3问题分析

virt-install是一个命令行工具，它能够为KVM、Xen或其它支持 libvrit API

的 hypervisor创建虚拟机并完成 GuestOS安装；此外，它能够基于串行控制

台、VNC或支持文本或图形安装界面。
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3.6.3.4解决方案

1) 安装软件包

# yum install qemu-kvm libvirt virt-install

2) 配置桥接网络

a.
# yum install bridge-utils

b. 假设默认物理机网卡为 enp4s0f0

备份 enp4s0f0网卡配置信息

# cp /etc/sysconfig/network-scripts/ifcfg-enp4s0f0
/etc/sysconfig/network-scripts/ifcfg-enp4s0f0.bak

c. 配置新的 br0和 enp4s0f0网卡信息

#
cp /etc/sysconfig/network-scripts/ifcfg-enp4s0f0 /etc/sysconfig/network-scrip
ts/ifcfg-br0

在 enp4s0f0配置信息中添加网桥名

BRIDGE=br0
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配置 br0的信息(ip重新配一个，如果是 dhcp的话需要安装 dhcp的方法

配置)

d. 重启网络

# systemctl restart NetworkManager

e. 用 brctl show查看网桥

# brctl show

f. 用 ip a 查看网络（其中 enp4s0f0已经无 ip，但是 br0的 ip有了，可以

通过这个链接机器）

# ip a
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3) 用 virt-install安装虚拟机

# virt-install --virt-type=kvm --name=test1 --vcpus=4 --memory=4096
--location=/root/Kylin-Server-10-SP1-x86-Release-Build04-20200711.iso --disk
path=/root/test1.qcow2,size=50,format=qcow2 --network bridge=br0 ，

model=virtio --graphics none --extra-args='console=ttyS0' --force

然后就进入命令行安装界面，根据提示操作即可。

3.7 远程连接服务器问题

3.7.1 VNC界面如何启动中文输入法

3.7.1.1系统版本

适用系统：V10(SP1)、V10(SP2)

适用架构：X86、AARCH、MIPS64el

其他版本和架构可作参考。

3.7.1.2问题描述

VNC远程连接银河麒麟高级服务器无法启动中文输入法。

3.7.1.3问题分析

查看银河服务器操作系统，只有英文输入法，没有中文输入法，无法输入中

文。操作系统缺少中文输入法的相关软件，如果源中有相关软件包，直接利用

yum进行安装即可，然后再修改 VNC相关配置文件，将中文输入法的变量添
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加进去。

3.7.1.4解决方案

1) 利用 yum安装

# yum install fcitx-pinyin

2) 重启系统使输入法生效并进行验证

3)
# vim /root/.vnc/xstartup
添加以下内容

export GTK_IM_MODULE="fcitx"
export QT_IM_MODULE="fcitx"
export XMODIFIERS="@im=fcitx"

3.7.2 如何使用密钥连接服务器

3.7.2.1系统版本

适用系统：V10(SP1)、V10(SP2)、V10(SP3)

适用架构：全架构

其他版本和架构可作参考。

3.7.2.2问题描述

如何使用密钥连接银河麒麟高级服务器系统。

3.7.2.3解决方案

1）在本地机器使用 ssh-keygen命令生成密钥对（公钥和私钥）

# ssh-keygen -t rsa -b 4096

将在 ~/.ssh/ 目录下生成 id_rsa（私钥）和 id_rsa.pub（公钥）文件：
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2）将公钥上传到目标服务器

使用 ssh-copy-id 命令将公钥上传到 Linux 服务器：

# ssh-copy-id user@server_ip

或者手动将公钥内容添加到目标服务器上 ~/.ssh/authorized_keys 文

件中。

3）配置目标服务器 SSH 服务启用密钥认证

在 SSH 配置文件 /etc/ssh/sshd_config 中，确保以下设置：

RSAAuthentication yes
PubkeyAuthentication yes
AuthorizedKeysFile ./ssh/authorized_keys

（均为系统默认的配置文件）

4）重启 SSH 服务

# systemctl restart sshd

5）连接进行验证
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3.7.3 如何部署虚拟多用户访问 ftp

3.7.3.1系统版本

适用系统：V10(SP1)、V10(SP2)、V10(SP3)

适用架构：全架构

其他版本和架构可作参考。

3.7.3.2问题描述

如何使用虚拟用户连接 vsftp。

3.7.3.3解决方案

1）安装 vsftpd
# yum install vsftpd

2）创建 ftp用户

# useradd -d /home/data/ftp/ vuser -s /sbin/nologin
# mkdir /home/data/ftp/test
# mkdir /home/data/ftp/test2

3）更新权限和组权限

更新权限：

# chmod 755 -R /home/data/ftp/

赋予组权限：

# chown -R vuser.root /home/data/ftp/

4）创建虚拟用户[用户名和密码]文件

# gdbmtool /etc/vsftpd/vuser-list.pag
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5）创建认证 PAM文件

# vim /etc/pam.d/vsftpd.vu

加入：

auth required /lib64/security/pam_userdb.so db=/etc/vsftpd/vuser-list
account required /lib64/security/pam_userdb.so db=/etc/vsftpd/vuser-list

6）修改配置文件

备份原配置文件

# mv /etc/vsftpd/vsftpd.conf /etc/vsftpd/vsftpd.conf.bak
# vim /etc/vsftpd/vsftpd.conf

加入：

anonymous_enable=YES
local_enable=YES
write_enable=YES
local_umask=022
dirmessage_enable=YES
xferlog_enable=YES
connect_from_port_20=YES
xferlog_std_format=YES
listen=NO
listen_ipv6=YES
pam_service_name=vsftpd.vu
#userlist_enable=YES

#修改 ftp默认目录到/data/ftp下面

chroot_local_user=YES
local_root=/home/data/ftp
anon_root=/home/data/ftp

http://vsftpd.vu
http://pam_userdb.so
http://pam_userdb.so
http://vsftpd.vu
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#虚拟用户权限配置目录

user_config_dir=/etc/vsftpd/vuser_config
allow_writeable_chroot=YES
one_process_model=NO

#开启虚拟用户

guest_enable=YES
guest_username=vuser

7）创建存放虚拟用户权限目录

# mkdir /etc/vsftpd/vuser_config

切换到权限目录

# cd /etc/vsftpd/vuser_config/

创建 test拥有所有权限

# vim test

加入：

local_root=/home/data/ftp/test
write_enable=yes
anon_world_readable_only=no
anon_upload_enable=yes
anon_mkdir_write_enable=yes
anon_other_write_enable=yes

创建 test2用户，只有上传下载的权限：

# vim test2

local_root=/home/data/ftp/test2
anon_upload_enable=yes
anon_world_readable_only=no

8）重启 vsftpd服务并连接
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3.7.4 xrdp如何使用 xorg登录

3.7.4.1系统版本

适用系统：V10(SP1)、V10(SP2)、V10(SP3)

适用架构：全架构

其他版本和架构可作参考。

3.7.4.2问题描述

xrdp如何使用 xorg登录。

3.7.4.3问题分析

xrdp默认搭配使用的是 xvnc，查看/etc/xrdp/xrdp.ini配置文件里默认

是没有打开 xorg的，只有 xvnc是打开的，手动将其打开，连接失败，验证

centos也是同样的问题。

银河麒麟桌面操作系统默认 xorg是打开的，可以连接。

3.7.4.4解决方案

对比桌面操作系统和服务器操作系统安装的包的差异，

服务器操作系统安装的包只有三个：xrdp、xrdp-devel、xrdp-selinux
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桌面操作系统安装的包有：xrdp、xorgxrdp

服务器操作系统若想 xrdp使用 xorg登录，也需要安装 xorgxrdp这个包。

以下是详细配置步骤：

1）关闭防火墙

# systemctl stop firewalld

2）将已适配的 xrdp软件包上传到服务器并解压

3）安装 xrdp

# rpm -ivh *.rpm

4）更改配置文件

# vim /etc/xrdp/xrdp.ini

将 Xorg相关配置的注释去掉
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5）编译安装 xorgxrdp

①下载源码

https://codeload.github.com/neutrinolabs/xorgxrdp/tar.gz/refs/tags/v0.9.1
9

②上传到服务器并解压

③安装依赖包

# yum install xorg-x11-server-devel nasm

④编译

# cd xorgxrdp-0.9.19
# ./bootstrap

# ./configure

https://codeload.github.com/neutrinolabs/xorgxrdp/tar.gz/refs/tags/v0.9.19
https://codeload.github.com/neutrinolabs/xorgxrdp/tar.gz/refs/tags/v0.9.19
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# make
# make install

6）启动 xrdp、xrdp-sesman服务

7）远程连接
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4 联系我们

如有需要帮助，可联系我们： 咨询热线 400-089-1870
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