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3 MRS AEKAE BL R LR

3.1 EE#&A
3.1.1 M FRBUEREHES

e BB A AR, https://eco.kylinos.cn S S 1EIKEE-B18 T
o

B TN, S ERHE, EHE)E RV AT ER SRR S
I

3.1.2 MfTRBALHRARER

R ITIL . LR a2 PR — e R EI AT
# cat /etc/.productinfo

[root@localhost ~]# cat /etc/.productinfo
Kylin Linux Advanced Server
release V10 (SP2) /(Sword)-x86 64-Build09,/20210524

# nkvers

FA4TIEIN T
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[root@localhost ~1# nkvers

FRHBREFEFRHRFE KyLin Linux Version ###8#38#34884384F
Release:

Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90—24.4.v2131.kylﬂ.xﬂﬁ_ﬁ4

Build:

Kylin Linux Advanced Server

release V10 (SP2) /(Sword)-x86 64-Builde9,/20210524
####################f############################

# cat /etc/os-release

[root@localhost ~]1# cat /etc/os-release

NAME="Kylin Linux Advanced Server"

VERSION="V18 (Sword)"

ID="kylin"

VERSION ID="Vi1e"

PRETTY NAME="Kylin Linux Advanced Server V1@ (Sword)"
ANSI COLOR="0;31"

3.1.3 WfIFRBARLER cpu fE8

ffR T AL R a2 A — S e A 2 B ]
# cat /proc/cpuinfo

[root@localhost ~1# cat /proc/cpuinfo
processor )
vendor_id : CentaurHauls

cpu family 16

1 94
: Intel Core Processor (Skylake, IBRS)
s &

: 2694.620
: 16384 KB

e

1

o

cpu c 1
apicid i e
initial apicid : @
fpu : ye:
¥

13

¥

f

c sep mtrr pge m v patipaeds Cclflush mmx fxsr sse sse: yscall nx pdpelgb r dt p 1 stant_tsc rep_good n p1 xtopo 1 ogy cpui id ts
t tscideadllneitlmer ae « fl6c rdrand hyper 1 hf i sbm 3dn nowprefetch i | si gle ibrs bpb fsgsba: _adjust bmil sm

ss mds swapgs itlb_multihit

- kn
g

nown_freq pni
112 vpcid rec
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[root@localhost ~]# lscpu

: x86 64

CPU BT, : 32-bit, 64-bit

ZFTE: Little Endian

Address sizes: 40 bits physical, 48 bits virtual

CPU: 16

EH cPu B FE: 8-15

ETENEER: 1

FETENEH: 1

EE ; 16

NUMA 71 8= : 1

& ID: CentaurHauls

CPU R 5l : 6

8BS 94

BSEM: Intel Core Processor (Skylake, IBRS)

bt 3

CPU MHz: 2694 .620

BogoMIPS: 5389.24

EEER & KVM

et it e

L1d £ &F: 512 KiB

L1i £%&: 512 KiB

L2 £%F: 64 MiB

L3 £%F: 256 MiB

NUMA T1 50 CPU: 0-15

Vulnerability Itlb multihit: KVM: Vulnerable

Vulnerability L1tf: Not affected

Vulnerability Mds: Vulnerable: Clear CPU buffers attempted, no mic
rocode; SMT Host state unknown

Vulnerability Meltdown: Not affected

Vulnerability Spec store bypass: Vulnerable

Vulnerability Spectre vl: Mitigation; usercopy/swapgs barriers and  user
pointer sanitization

Vulnerability Spectre v2: Mitigation; Full generic retpoline, IBPB condit
ional, IBRS FW, STIBP disabled, RSB filling

Vulnerability Srbds: Not affected

Vulnerability Tsx async abort: Not affected

frid : fpu vme de pse tsc msr pae mce cx8 apic sep mtr

r pge mca cmov pat pse36 clflush mmx fxsr sse s
se2 ss syscall nx pdpelgb rdtscp lm constant ts
c rep good nopl xtopology cpuid tsc known freq
pni pclmulqdq ssse3 cx16 pcid sse4 1 sse4 2 x2a
pic movbe popent tsc deadline timer aes xsave a
vx fl6c rdrand hypervisor lahf_lm abm 3dnowpref
etch invpcid single ibrs ibpb fsgsbase tsc_adju
st bmil smep bmi2 invpcid rdseed adx sha_ni xsa
veopt arat umip arch_capabilities

3.1.4 MFKBARGHZEMIER
Rk LU fr A — A ae A 2 R a]

# uname -a

[root@localhost ~]# uname -a

Linux localhost.localdomain 4.19.90-24.4.v2101.kyl0.x86 64 #1 SMP Mon May 24 12:
14:55 CST 2021 x86 64 x86 64 x86 64 GNU/Linux

# arch

[root@localhost ~]# arch
x86 64

3.1.5 V10 ¥ FHsEHhk

)T http://update.cs2c.com.cn:8080/NS/V10/
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3.2 REFARERENE

3.2.1 I EERS

3.2.1.1 &4 A
EHZES: V10(SP1). V10(SP2)
T HZRA . 2R
HABIRA T ES

3.2.1.2 [AfE#iR
e 55 % W] 2 2 ] R P E R 580

3.2.1.3 [AESHT
MADEREGE U 88 shitidb 43
3.2.1.4BRHFFE
— . AGRHIMER
HMIH] DVD St sl U SR shit 23
1) U £ sh sk
7 windows 4t FAf ] UltralSO SCHAWRS s 8 1E TH— il fE A2
X windows REEH G sk, X linux REAERIE A, 752 FH AR 5%
R MIE, — BN ATk
a. 7 windows R4 %% FedoraMediaWriter, ffi ] A & LIy I ESS ;
(B8 U BHIVERUE sh 578 windows R EE0ik U )
b. 7 linux T dd firRkHIME U R 3haE, dd a2 fVE g BAR T (HE
ML) -
HAERATRER—5 linux REE.
O T #dEB, K% MD5 4

FEL S, ] md5sum *¥*.iso i &R A E BLR SCIFR) md5 {H (***.iso

g7 W/ HEATT R
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FRER MY iso HifR ) , AF RS TEmHEALR MD5 (2 G—2, R —
HOWGHRERE, WRA—EORARSR P EAEE, TR P

# md5sum ***.iso

um Kylin-Desktﬂp-VIG-SPI-Release-ZIB?-xaﬁfﬁ4‘iso-

128b9a5b171c81833fb7cbf847be3faa Kylin-Desktop-V10-SP1-Rele o 6 64.iso0

QU #i%EHe i

VX I

QBN U SRS

fifi i fir 4 sudo fdisk -I & & U #8000 R & B A2, M b T LA 31 )2

/dev/sdb, —HEBEXS, AL fE)E sda ok sdc,
# sudo fdisk -

$ sudo fdisk -1
[sudo] wyx R9EEPD:
Disk /dev/nvmeOnl: 238.49 GiB, 256060514304 F 1, 500118192 TR E
Disk model: WDC PC SN53@ SDBPMPZ-256G-1181
= = R19 g
: 512 FRE /512
: 512 F{ / 512

F18DF738-B85D - 4C5A-B63D- CC3ACO2ACCAB

e R xAE BE K
/dev/nvmednlpl 704” 1050623 1048576 512M
/fdev/nvmebnlp2 1050624 3147775 2097152 16
/dev/nvmednlp3 3147776 399200255 396052480 188.9G
/dev/nvmednlp4 399204352 461318143 62113792 29.66G
/dev/nvme@nlp6 461318144 500117503 38799360 18.5G Linux swap

Disk /dev/sda; 931.53 GiB, 1000204886016 F 17, 1953525168 TR/ X
i : ST1000DMEO3-15B1
512 =1
1512 1 / 4096 1
14096 F T/ 4096 £ T

%} : 5BC449EA-9AC4-48B2-86B5-DE3CE48EC2ES

i = xE BE A/h #£E
2048 1911578623 1911576576 911.5G Mic
1911580672 1953523711 41943040

Disk /dev/sdb; 29.7 GiB, 31876710400 F T, 62259200 TR X
Disk model: CoolFlash USB3.@
Eﬁ: MK /1 =*512 =512 2%

J (BE/ME): 512

/5
/5

=] i = xR BE K 1d £E
* 2048 62193663 62191616 29.7G 7 HPFS/NTFS/exFAT
62193664 62259199 65536 32M ef EFI (FAT-12/16/32)

OEYN: 1

# sudo dd if=/***iso of=/dev/xxx
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#if IFHEGHEOCIEI AR, of JHIET A U Sk

$ sudo dd if=./Kylin-Desktop-

V10-SP1l-Release-2107-x86 64.1iso

4.5 GB, 4.1 GiB) copied, 252.476 s, 17.6 MB/s

n EEFR, Wﬁi’%ﬁ'%'ﬁ/\mﬁiT AT ISR USRS T
2) FIF DVD St#nes:

T RO R AR, JFRE AL BIOS Atk |, HHR it
FHUGE, LR HhiatT, SRR AT AT b 2o 5 ] U IR 55 2R E R 56
T

LA IR 55 2RV R U D ES 8G NFE. 30GB R4S Il
HS5HAENE RS (W Windows SHEABRRAY Linux ) KR [T,
GBS 578 3

MOCHET | 2B ST AR 22265 | 5 i, A i 18]

Rylin Linux Advanced Server Ul8

Install Kylin Linux Advanced Server U1B
Test this media & install Bylin Linux Advanced Server U18

Troubleshoot ing >

Automatic boot in 58 seconds...

fdi J1 W) b 7 1] 4 < T > 3% % “Install Kylin Linux Advanced Server

V10”7, #i<Enter>ik AZe3E e,

#
©
=

[ EATT |

of=/

dev/sdh
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Ins'l:all Kylin lex Advanced Server U10

a & install "llEIH Linux Advanced Server U10

and v keys to change the selection
" to edit t d item, or ‘¢’ for a command prompt
cted entry will l ed automatically in 60s.

BN e |
TR R e AN T [ G Kylin Linux Advanced Server

V10], WwrK:

Kylin Linux Advanced Server V10 &%=
Eus

FMMER Kylin Linux Advanced Server V10,

BrEREIEPRERAETES?

English English BEFX (FEAE)
FERP (PEARRNBESERTHE)

EH(Q)

PR AP I AT, BRUCRAT [ RS (h ) ] o e it

B, midi [4k2(C) ] HEA [ 2285 B2 ] viii .
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IEI 7S S SRR

e 7 SRR WL W R SRR e Y PRI EFS O U

REGREE Kylin Linux Advanced Server V10 %5
B cn
A=ty n# R4
B 25« © =#E() RE(1E(D)
wiE BT =l
BEXERWL) ﬁ BRHEE(S) KDUMP
P (FE)  UKUIGUI SRS ERA Kdump
© wEmEHM & REMEAEN)
T LS T £33
Ed(a) Fibwie)
AT THARR" BRI R EHE,

& ERRaRHLERRERNEEET T

i i R RO T 0 ) P b e A DT, A B (R 1 [ REE 1w
RBCE . AT 2 H SR AN ECE I A RASIN A AE ek i DA A TE A
B, ARG E A bR Lo s BT B A U IR T T Al
PoE, AfREMEAT T —2PH k.

e (], A T2 ] L [Pk ] mlcE.

1) 23R

%
"

W

PR T4 BRI IR A 55 e AR R G2 L B ] DVD AT
JERE 2 2 H BRI R i, R AT B, BR O, Buk]
DA 1ISO SCPF MI4sal USB #1223, JFH Al IBCERIMNIIF . 4 T 1Al
Ji7R
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2)

BEEANTRER?
(o) EEhie MBI RENE(A)
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URL 28
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BEREA & EF(N)
URLEE: | GfFEURL >
83 URL(X):
| BR#&S):
t |- |6 BR(W):
LS e

WRIGA Y55 R G217 R IS5 AR E R G oK, LB BRI 1L

M [ BEARIRE | Zeacifedt, LAREFBOAEIUZ [ UKUI GUI #YIRS54% ] o

[ BEAIREE |22 e b (A DI M ST 1, o] Ve 222 p i ):

a.

b.

B/ NS [ AR ThRE ]

FErtisonti i o5 g [ S0 2 T B IR 55 4% ]

S RATERIRSS v [ T ST - TED B A A IR 55 ]

FEARW Ul 55 d [ SR pbEe S M sh S I N 28 1 IRk 55 4 ]

REAALENL [ S/ NERIE AL ]
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] SR ETEENRSE & {54 UNIX S5
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R NEREERL [ B RyEss
(®) # UKUI GUI MRS 2 TSN LR TN T A,
HEATIRFEEMIREIRS UK GUI MRS E, [ we#Th
AFRRHiA RN RS T,
L ##%TA
EAPHOREERATEMES, . EESMB HEN
R, GBEMEEENTE,
[ EpeEIa
ATFEEZGETARNBERESEETE,

M EAIREE ] Pk B 45 | 120 HERA AT A AT S, (B2

/

AT [ B FREE AR NI ] 2o Hp it
RG] b, MHPERAET [ 22508 ] . [KDUMP] | [ RIZ5FIFHL

2] KRG .
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REERE
ERERERENRE, EERE TERE Rz, SENEEHTaRIER
AR

12 GiB

ATAVMware Virtual | 5000c29699d60efe
sda /1023 KiB Z=iH

MR FFEIGE RET AIRE,
LTHEE & MEHE
OB (R)...
WA R R AR I T 2R IR
FHREE
(OF=F/(1) @F=)2"1(¢)
FEEREEEL F2FE(F).... EEE 1S, 58 126B; 1023KB =F BER)...

USROG B2 LA A AR A R e R o DX B R B, 0 R TR AT
W EE o XA B R T s I, W [ AE ], JFsil [5E]
PEA [ F2hor X ] vt , anr ERs .

FRIE
SESK(D) Ecn

~ % Kylin Linux Advanced Server V10 23
EERH A Kylin Linux Advanced Server V10 (IR & A REEEAS. &
L

SEEERHHEENC

- S T REsERE A
FEASEAL T AEAEN):

LvM >

F4EH Kylin Linux Advanced Server V10 REMEERSE, SFEXZNR
HEE.

+ -

R =t
20 GiB |l 20 GiB

B ] T E#eE(S) 2HEBR)

7 [ F2hor X ] s, el [ OB A sl 1(C). ] #47Ash
oy XA, Wl LT s R aab i X7 201 Tah B HEa, — el [ 4r
WX ] 5. i [+ ], vl [dSmgrEsuR ] @0, iZe 0 nrseng [

5 (P) Wl $13E 55 (C) Wik &, T B = 0276 AARCH -4 T G biosboot

147/ E£1T1 R
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HAES, WK

AIFHERR

ETHeIEEHRAS
HEZEENEMAR,

BHACP): R
fvar
lJ swap

biosboot

P B I — s B [ /boot ] 41X, [swap ) XA [ /] 401X,

N FERGX AR, AR R R E SO ] LU T — 2ok, an N EIFR
‘ ; :._'n!!ed'-ﬁerVH V10 2&

% Kylin Linux Advanced Server VIO &% sda2
R BEH(P): 13- 8
[boot 1024MiB | st | ATA VMware Virtual |
| sdat ke 5000c29695d60efe (sda)
/ e | 200MB |
klas-root
swal 2GiB %
mﬁfm | ﬁi £H(T):
WESK v [ EE
XHRAY):
LEfISy 7 | (¥ i)
. HEL): &N :
R G 7E:
B 1 EERE(S 2HSE(R)

FRGEAKH XFS XA S, s FGECRH] extd SCIFRZE. kA
FA 2T IEROCE R G, 210K, el e [ X ] o, did iy
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[ -] SRR B A 2 7 X
4) KDUMP
Kdump 22— NS AL . 7ERGEABI, kdump ¥k REEMH

B, ABTF2WRGHREREE . R kdump FEWER 55 NAE, I HAR]
PBIEH i 217 free frti A e Woniil R NATFI . BOAE
ZREFIEIA H kdump 9. P AT LRSS A O AR R T

KDUMP

=40) |

Kdump B— ARSI, TRAREGNRE, kdump BEREGER, XNTEHRESNEREIEREH, 25, kdump BE
TE—BH7ENE, BEfanENTEMAERRTAIRmN.

[V BF kdump (E)

#1 Kdump (RE8I%E: () B (A) O Fap (M)

5) MZsMENLLA

AR H SR Al A # 1R] A4 1 o PRI BN B0 4 DA ZE DT HE R o 7e A
I e ) R P A 1 s TR o B B OIS M A5 42 1, TR i A
M RFeE) [JHE ] 86 [ ] .

16 W/ F 11 T



Koo pupsan oe g5 15 43 )
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B R EBAT s SRR TR 2 IR 55 A R R S E T UL ) (4 5 T

WITET PG AN AR T 4 258 (updates i) /9, W2RA
TR BB, RIMREIER iso LR pRAE RIS, Al MBS+ updates
i) enabled JFCH] (B 0)

LI x86 E-A NHIFATULI, X T aarch64 &, i x86_64 ik

aarch64.

3.2.2.4 IR
V10SP2 GFEMEER

AiHE: BT audit. setroubleshoot %44 HH A4 235% selinux Ky
Enforcing R &5, 2 XS selinux B4k & 1% & & Disabled =% #

Permissive IRZx, SRGHHUTHE .

[root@localhost ~]# setenforce 0

1) M SP1 Build04 %3 SP2 Build09
a. HUHTAIRA

AT nkvers, fi#r OS MMA(E 4 VI0SPL Buildo4

[root@localhost ~]# nkvers

HHBHBHBHBHHHH#HE Kylin Linux Version ##H#HBHBHHBHBHBHBHH
Release:

Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-17.ky10.x86_64

Build:

Kylin Linux Advanced Server

release V10 (SP1) /(Tercel)-x86_64-Build04/20200711

HHBHBHBHBH B U HBHBHBHBH B BB HBHBHBHBH BB HBHBHBHBHH
#

b. il )2 H B SCF
# vi Jetc/yum.repos.d/kylin_x86_64.repo

DO base G FEYE

o
&
/\3.1\
e

£EI71 |
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B baseurl LT FARFRSY

[ks10-adv-0s]
name = Kylin Linux Advanced Server 10 - Os

baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 0

enabled =1

@B update G

B baseur! ML A4 FARTR />

[ks10-adv-updates]

name = Kylin Linux Advanced Server 10 - Updates

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/

gpgcheck = 0

enabled =1

c. PUTEH
P DRSS BT S BN, n] DA i B, R
e QREFE TR, W OS MRA(E B dapiiEek.
OHBrEE A
AR LLEE BT kylin-menu S EF T8
# yum update kylin-menu
@4 EH

o yum T B
# yum update yum

PAT A E SR
# yum update

AT I ST RRCAS 14 e

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_ x86 _64.repo.0711
# mv kylin_x86_64.repo.rpomnew kylin_x86_64.repo

20 W/ #EA1 T



[Gumsorr n NE 8 W G g ) L Y N
B R EBAT s SRR TR 2 IR 55 A R R S E T UL ) (4 5 T

@A

MPEFT T RO (A0 kernel 45 ) (EEHRT, 1EIIT reboot
Jii OS.
@V

EETE BRI R, 52 % FAQ Tt [ FAQ RYFRIRUR 4 )7 b ]
d. BEHEKA

HHH kylin-release WEi#HiT 2B EHE, REMAS LA, AL

AT nkvers S TIA, OS MIMA(E BAHEHA V1I0SP2 Build09.

[root@localhost ~]# nkvers

HBEHBHRHHBHHRHHH#H Kylin Linux Version ### B HUHRHHHHHHHHRHH
Release:

Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86 64

Build:

Kylin Linux Advanced Server

release V10 (SP2) /(Sword)-x86_64-Build09/20210524
HHBHBHBHBHHUBHBHBHBHBH BB HBHBHBH BB R BHBHBHBHBHBHS
#

2) M SP1 Build10 ¥3%] SP2 Build09
a. HFTHIALAL

AT nkvers, ¥ OS mA{= 55 V1I0SP1 Build10

[root@localhost ~]# nkvers

HUBHHHBHHHAHH#H#H Kylin Linux Version #HHHHHUHBHHHAHHHRHHHHY
Release:

Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-21.2.ky10.x86_64

Build:

2T #EATT ]
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Kylin Linux Advanced Server

release V10 (SP1) /(Tercel)-x86_64-Build10/20201202

HHABBHHH A BB HHH AR B HHH AR BB HH A B BB HH A B BB HHH A BB HHHHH
#

b. iR E S
# vi Jetc/yum.repos.d/kylin_x86_64.repo

DO base G FEYE

B baseur! LA FARE >

[ks10-adv-0s]
name = Kylin Linux Advanced Server 10 - Os

baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck = 0

enabled =1

@B update G

B baseurl LT FARFRSY

[ks10-adv-updates]

name = Kylin Linux Advanced Server 10 - Updates

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/

gpgcheck = 0

enabled =1

C. PATHHr

P AT DR BT ZE AN, o n] DI R, A EEE
e WPREERE R HOR, W OS YA (E Bz,
OHBE € I

AL AT T kylin-menu 4T U]
# yum update kylin-menu
@4

o yum T A
# yum update yum

%287 /#1717
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PAT R
# yum update

AT A T RRCAS 1) € e T

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.1202
# mv kylin_x86_64.repo.romnew kylin_x86_64.repo

@H

MPEHAT T AR E RO (U kernel £ ) BSR4 T reboot E
& OS.
@uLHA

S S R R, 35S FAQ Tt [ FAQ AYARIGH % 17 i ]
d. BEHERA

LT kylin-release fWaififT 2R EH G, REMASEAEZML, AL

AT nkvers #1782, OS BIRMAAE B8~ V10SP2 Build09,

[root@localhost ~]# nkvers

HHBHBHBHBHH#H#HE Kylin Linux Version ###HBHBHHBHBHBHBHH
Release:

Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:

Kylin Linux Advanced Server

release V10 (SP2) /(Sword)-x86_64-Build09/20210524

HHUHHBHHBHH BB HHBHHBHH BB HHABHHBUBHBBH BB HBHHBRHHRHH
#

3) M SP1 Build19 ¥j%] SP2 Build09
a. HFTHIALAL

47 nkvers, ¥i#r OS BIRA{F B V1I0SP1 Build19

# nkvers

%29/ F AT W
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HUBHHHBHHHAHH#H#H Kylin Linux Version #HHHHHHBHHHAHHHRHHHY
Release:
Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-23.6.v2101.ky10.x86_64

Build:

Kylin Linux Advanced Server

release V10 (SP1) /(Tercel)-x86_64-Build19/20210319

HHABBHHH AR B HHH AR B HHH AR BB HH A B BB HH A B BB HHH A BB HHHHH
#

b. gk G AR E S
# vi Jetc/yum.repos.d/kylin_x86_64.repo

D& base & FEYE

B baseur! ML FARE >

[ks10-adv-0s]
name = Kylin Linux Advanced Server 10 - Os

baseurl
= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck =1

gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled =1

@B update G

B baseur! ML FARE />

[ks10-adv-updates]

name = Kylin Linux Advanced Server 10 - Updates

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea
rch/

gpgcheck =1

gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin

enabled =1

C. PATHHr
P AT DR BT EE AN, n] DI i R, BRI
e WPREERE T HOR, W OS AR B sz,
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O HE &
AL AT HT kylin-menu 5 EF 1188
# yum update kylin-menu
@ BT
BFT yum T A
# yum update yum
AT m B
# yum update

AT A BT RRAS ()€ 8 e

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86 _64.repo.0319
# mv kylin_x86_64.repo.romnew kylin_x86_64.repo

@A

MPEFT T RO (A0 kernel 45 ) (EEHRT, 1EIIT reboot
Jii OS.
@I

HEETE BRI R, 52 % FAQ Tt [ FAQ RYFRIUR 4 7= b ]
d. BEHEKAr

HHH kylin-release WEiHiT 2B EHG, REMAS LA, AL

AT nkvers TR, OS MIMAMHE B R4 VI0SP2 Build09.

[root@localhost ~]# nkvers

HUBHHHBHHHAHH#H#H Kylin Linux Version #H#HHHHHHBHHHAHHHRHHHHY
Release:

Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:
Kylin Linux Advanced Server

#
w
=
=

[ FEATT T
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release V10 (SP2) /(Sword)-x86_64-Build09/20210524
HHHHHHHHHHHHHHHHHH BB BB R BRRRAAA A AR AR AR HHHHHHHHHS
#

4) SP1 Build20 ¥ ¥ SP2 Build09
a. HOHTAIR A

AT nkvers, K OS MMA(E 4 VI0SPL Build20

[root@localhost ~]# nkvers

HUBHHHBHHHAHH#H#H Kylin Linux Version #HHHHHUHBHHHAHHHRHHHHY
Release:

Kylin Linux Advanced Server release V10 (Tercel)

Kernel:
4.19.90-23.8.v2101.ky10.x86_64

Build:

Kylin Linux Advanced Server

release V10 (SP1) /(Tercel)-x86_64-Build20/20210518

HHABBHHH A BB HHHA BB HHH AR BB HHH B BB HH A B BB HHH A BB HHHHH
#

b. ZkHG AR NC B S
# vi Jetc/yum.repos.d/kylin_x86_64.repo

OB base GFEE

B baseur! ML FARE />

[ks10-adv-0s]

name = Kylin Linux Advanced Server 10 - Os

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/base/$basearch/
gpgcheck =1

gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin

enabled =1

@& update G FER

B baseur! ML FARE >

[ks10-adv-updates]

name = Kylin Linux Advanced Server 10 - Updates

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP2/os/adv/lic/updates/$basea

FRT/IFEA A
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rch/

gpgcheck =1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-kylin
enabled =1

C. PITHH

] ARG AR SO AN AR, donl AR O . RO
A WPRGERE et HOR, W OS YRRAE Bl k.
OEFrE 2 A

AL AT kylin-menu R EF 1188

# yum update kylin-menu
@4 BT

o yum T A
# yum update yum

PAT A E SR
# yum update

AT R BT RRAS ()€ 8 e

# cd /etc/yum.repos.d
# cp kylin_x86_64.repo kylin_x86_64.repo.0518
# mv kylin_x86_64.repo.romnew kylin_x86_64.repo

@H

MHAT T AR E O (W kernel ) B FI, 1544 T reboot
& 0S.
@utH

HOEE R B R, 3% FAQ Tt [ FAQ HUAREUE & 07 i ]
d. BRakid

HEH kylin-release Uittt 2B G, REMA S KAZE, AL
AT nkvers JEA7HGAr, OS BIMAR BB VIOSP2 Build09.

F R/ E AT
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# nkvers

HUBHHHBHHHAHH#H#H Kylin Linux Version #HHHHHUHBHHHAHHHRHHHY
Release:

Kylin Linux Advanced Server release V10 (Sword)

Kernel:
4.19.90-24.4.v2101.ky10.x86_64

Build:

Kylin Linux Advanced Server

release V10 (SP2) /(Sword)-x86_64-Build09/20210524

HHABBHHH A BB HHH AR B HHH AR BB HHH B BB HH A B BB HHH A BB HHHHH
#

3.3 yum BB R
3.3.1 MR IRAR S A
3.3.1.1 R A
mHAR%: V10 (SP1) | V10 (SP2)

S LS e o )
3.3.1.2 [AlfER
Al IR 554 7
3.3.1.3 [T
FE B /etc/yum.repos.d S4B ARk

3.3.1.4 R
LI V10(SP1) M1,

1) Bk
a. QI base H3 R 3RSk

# mkdir -p /yum/var/www/htmI/V10/V10SP1/os/adv/lic/base

b. BlEAL addons Hs F SRS
# mkdir -p /yum/var/www/htmlI/V10/V10SP1/os/adv/lic/addons

c. DA updates H s F3cHaY sofe
# mkdir -p /yum/var/www/htmI/V10/V10SP1/os/adv/lic/updates

2) %A repo U

%34 W/ EA T
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# cp /etc/yum.repos.d/kylin_aarch64.repo
/etc/yum.repos.d/kylin_aarch64.repo_bak

3) GIEHH repo X

# mkdir /etc/yum.repos.d/yumsync.repo

AT

[x86_64]

name = x86_64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/x86 64/
gpgcheck = 0

enabled =1

[aarch64]

name = aarch64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/aarch64/
gpgcheck = 0

enabled =1

[mips64el]

name = mips64el

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/base/mips64el/
gpgcheck = 0

enabled =1

P ENZSNRIY base H T30, R Z R addons/updates H 5%
TN

addons

[x86_64]

name = x86_64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/laddons/x86_64/
gpgcheck = 0

enabled =1

[aarch64]

name = aarch64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/addons/aarch64
/

# 3B/ HEIATTH
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gpgcheck = 0
enabled =1

[mips64ell]

name = mips64el

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/addons/mips64e
|/

gpgcheck = 0

enabled =1

updates

[aarch64]

name = aarch64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1l/os/adv/lic/lupdates/aarch6
4/

gpgcheck = 0

enabled = 1

[mips64ell]

name = mips64el

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/lupdates/mips64
el/

gpgcheck = 0

enabled =1

[x86_64]

name = x86_64

baseurl

= http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/updates/x86_64/
gpgcheck = 0

enabled =1

4) HHrERS

# yum clean all
# yum makecache

5) A%

LI base Hsg R34
# reposync -p /yum/var/www/htmI/V10/V10SP1/os/adv/lic/base

#3670/ FEATTH
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6) AR5

# createrepo /yum/var/www/htmlI/V10/V10SP1/os/adv/lic/base/aarch64
# createrepo /yum/var/www/html/V10/V10SP1/os/adv/lic/base/x86 64
# createrepo /yum/var/www/htmlI/V10/V10SP1/os/adv/lic/base/mips64el

7) HHERG

# Createrepo
/yum/var/www/html/V10/V10SP1/os/adv/lic/base/aarch64
# Createrepo
/yum/var/www/htmI/V10/V10SP1/os/adv/lic/base/x86_64
# Createrepo
/yum/var/www/html/V10/V10SP1/os/adv/lic/base/mips64el

8) BB
# chmod 755 -R /yum/var/www/html/

--update

--update

--update

R F addons/updates H 3¢ CFigH#% 2) -8) it —i, T8

MW repo ML,
9) ## apache

a. ‘%% httpd
# yum install httpd
b. J3h httpd

# systemctl start httpd.server
# systemctl enable httpd.server

C. HFRIEMIRINNY)

# netstat -luntp | grep 80 #80 ¥ 1N apache BRiki 0
BRI FoR IR S

tcp6 0 0:::80 ::* LISTEN 88645/httpd

10) %A

a. FESTAKEER
# In -s /[yum/var/www/html/ /var/www/html/

b. FTHF 80 i H i RIALRR
# iptables -I INPUT -p TCP --dport 80 -j ACCEPT

33 W FEA T
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\

IR RZ AT LU AL http PilA/yum/var/www/html H 5.

<« C @ U £ Wy |

Index of /html

Name Last modified Size Description

« Parent Di rectory _
Qviy 2020-12-1112:48 -

11)fdiH
FTFF/etc/yum.repos.d/H xR repo (14

PR L I ) BERE MBI AT ZR AT

BUEERURRAT, SRE BT

# yum clean all
# yum makecache

B2 R SR nl DAGE 3o P AS Hi I
KT ERFEL AT GG A, SRIGHCE crontab EMHHITE#T .
#%4% . letc/crontab

3.3.2 A iso BHEEH yum FELZERAG
3.3.2.1 R4RA
WHZAS: V10 (SP1) . V10 (SP2)
T FHAEH . AR
3.3.2.2 [a)@iHik
yum WAl A R R 2

%3/ AW/ F AN A
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3.3.2.3 AT
F2E N /etc/yum.repos.d U B TR HE

3.3.24BRFE

1) #IEEREIA N

2) PATRUF 4

# mount -o loop iR K&EEGE4F /mnt (5 media )

Ll
H A
[root@localhost it (i ]# lsblk
MAME MAJIMIN RM SIZE RO TYPE MOUNTPOINT
sre 11:0 1 1624M © rom
vda 253:0 o 2006 0 disk
vda2 253:2 8 1G @ part /boot
vda3 253:3 @ 198.8G 0 part
klas-swap 252:1 B 4G 0 lvm [SWAP]
klas-home 252:2 6 144.86 0 lvm /home
klas-root 252:0 2] 56G @ 1lvm /
[root@localhost iyl @ 1% mount -o loop Kylin-Server-10-Release-Build06.12.04-lic-
2j-20200620-armé4.iso /mnt
mount: /dev/loop@ 5 {fdr, 45 LL L1y A4k 4 I
e .
HE
| g ] T 2
jlroot@localhost 4l [l ]J# lsblk

\NAME MAJ :MIN RM SIZE RO TYPE MOUNTPOINT

vda2 253:2

2] 16 @ part fbmcﬁ
vda3s 253:3 @ 198.8G © part
klas-swap 252:1 2] 4G 8 lvm [SWAP]
| Eklas-hume 2522 B 144.86 © lvm /Jhome
| klas-root 252:0 3 506 0 lvm /
vdal 25311 3] 200M © part /boot/efi
lroot@localhost w00 1#

3) #EA/etc/yum.repos.d (yum.repos.d &2—H3%, ZHE0H RPM

RS B B R SR AR A s A )
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L ¥ W | FHNEL PR« YU, | 9 s . u
[root@localhost etc]# cd yum
yum/ yum.repos.d/

[root@localhost etc]# cd yum.repos.d/
[root@localhost yum.repos.d]# ls

[root@localhost yum.repos.d]# pwd
Jetc/yum. repos.d

[root@localhost yum.repos.d]# vim ksl1@-sec.repo
]g
ksl@-adv.repo.bak Kksl@-sec.repo
[root@localhost yum.repos.d]# l

T T

4) #fn/etc/yum.repos.d A SCH (A HB IR A AN IE A e R AE, Bk

AR ks10-adv.repo 44 7), 1 ksl0-sec.repo (AR ) HfALL

NSESE
[kylin]
name=Kkylin
baseurl=file:///mnt
enabled=1
gpgcheck=0
kylin10.0 - QEMU/KVM = IER
MPHF) EiNAM) SR RERTK)
= @ - ~
i IR e P o g W24 ‘!1 o ,m
root@localhost:fetcyum. repos.d = @B X T
L) REE AN RES BRIM REM }~
[kylin]
name=kylin
iseurl=file: s/ /mnt
enagbled=1
gpgcheck=8

{.12.84-1lic-

“k&slB-sec, repo" 5L, BOC 3,1
AT &s M= T ET M S ¢+ ¢
SR B

[rootiilocalhost

Bese 2 miB Mg, T wa fRAFIRH

5)

% 40 W/ FE 7
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a. JHERAHINAT

# yum clean all

b. FEMRSTH LR BT 2R A M i il At

# yum makecache

c. THUITA IR I T R AR R R SN
# yum update

3.3.3 g ks.cfg LR RETLNETHE
3.3.3.1 &4 A
HEHERS . V10 (SP2) . V10 (SP3)
&

F%a#y. X86. AARCH

3.3.3.2 Al SR
wnfE it ks.cfg S R 500 A\ MESF 28359

3.3.33RINFE

A% S0 Kylin-Server-V10-SP3-General-Release-2303-X86_64.iso0

1) HHEBEBIFE N —0r R

# mount -o loop Kylin-Server-V10-SP3-General-Release-2303-X86_64.iso /mnt/
# mkdir /root/iso
# rsync -avz /mnt/ /root/iso

EE: BNLEN -a' AT, —EZEXAEL 2

[root@nodel ~]# cd /root/iso/

[root@nodel isol# 11 -a

SHE 248

dr-xr-xr-x 9 root root 254 ‘ 4 2023
dr-xr-x—+ 29 root root f 09:53
-r—r—r— 1 root root : f 2023 .discinfo
dr-xr-xr-x root root 2023
dr-xr-xr-x
dr-xr-xr-x
-r—r—r-
-r—r—r-

E

3 root root 2023

2 root root 2023 1s

1 root root 2023 .kyinfo

1 root root 2023 .kylin-post-actions-nochroot
5 root root 2023 kage

1
2
P
1
P
1

dr-xr-xr-x
-r—r—r—
dr-xr-xr-x
dr-xr-xr-x

Wwwwww

000,100,100,

root root 2023 LICENSE

root root 2023

root root 2023

root root 24 2023 .productinfo
dr-xr-xr-x root root : 4 2023 rej t
=T==f—==—= root root H 2023 TRANS.TBL
=f=r=—=r—= 1 root root - f 2023 .treeinfo
[root@nodel isol# i

w

SR
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2) @ MRS A W — BT, 2 G Y I B L

/root/anaconda-ks.cfg I ZZ 345 DL #l froot/iso T, HEA44h ks.cfg

[root@nodel iso]# mv anaconda-ks.
Lruot@nodpl isol# 11

root 268
root 4096
root 45
root 35
root 76
root 256
root 3292
root 260
root 97
root 79
root 441
root 214
root lb?Q’ﬁ
root

root

root

root

w NN

3 .discinfo

5 ks.cfg
“Kytnto
.kylin-post-actions-nochroot

LICENSE

.productinfo

3 TRANS.TBL
3 .treeinfo

PRERNENNRPREUR R ERNWWS O
10 0 0 0 00 ) 0 T T 0 0 T T 0 T T T

WWWwwwwwwwwhNwww

root@nodel isol#
3) EilNE-Z AL
@ fE£/root/iso/ M AN alpha H %, T 2/ rpm Al HA 225 SCfF4 DL

#EZ: alpha B (LUA mysql f) rpm 228565 M4 )

@44 ks.cfg

FE%post T A ZLem4

# yum remove mariadb
# rpm -ivh /alpha/*.rpm

(oAb i ] U A € il 52> )
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%post

systemctl disable systemd-networkd-wait-online.service
systemctl disable multipathd.service

/bins/bash -x /bin/.kylin-post-actions &> /var/log/.kylin-post-actions.log

rpm -ivh falpha/*.rpm

%end

A cfg Bi# isolinux.cfg ( BIOS ja3ahH isolinux.cfg, UEFI j5shH

grub.cfg, #EH—RIA)
HE: 1. AEER hd:LABEL=Kylin-Server-10

2. BERAZTEYEN., FREMAH windows R4iZI% U &R3E, &
MBS ShEAFRERMT, JEEETIET| 2 (WTLIMEH dd a2, 3 windows

FHRAFCRR )

grub.cfg:

isolinux.cfg:

% 43 W/ £ 17

=i

\|



[Gumsorr 2E 8 . o > s Y N
B B ABAR AN B LT A 125 IR 45 S R GRS 3 L ) S S T

4) ERITERZ IFITH R

# mkisofs -] -T -r -V "Kylin-Server-10" -b isolinux/isolinux.bin -no-emul-boot
-boot-load-size 4 -boot-info-table -eltorito-alt-boot -e images/efiboot.img
-no-emul-boot -0

/data/Kylin-Server-V10-SP3-General-Release-2303-X86_64-new.iso ./

ER: FEhas RBAERAEM A 2 LHPRR

5) Ik

i Ea

IB 4 AR AL

#1SO of #f COROM

/data/Kylin-ServerV/10-SP3-General-Release-2303-X86_64-new.iso - 15 (w)....

QUG ©

i
N
~
=
~
N\

7

—\
-
—\
=
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Rylin Linux Advanced Server U160

AUTO Install Kylin Linux Advanced Server V1O

Troubleshoot ing

Automatic boot in 56 secownds...

ERELAE Kylin Lir
o
ik ufs L
BH © =ux)) @ RWEOM(D)
;!;‘-;'}H w @ grelmu l‘:;l-‘ e ?gmgm%m]
(9 HiAHE BT
mAER
O~
[ ] i 3
- g_:u'_af u) 3

3.4 BRFEHRZRENE
3.4.1 locale B/RiEEHEN en_US.UTF-8

FRRTIHE TR AR GRINE B e h SOR 5 2053, SEEAETE S AR

1) E%E E/Jln =

# locale -a

2) KRG, Wik/etc/locale.conf 3, #HAIESHREEN .

% 45 T/ H# A W
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# vim /etc/locale.conf
LANG="zh_CN.UTF-8"

3) HJaHEGHN,
3.4.2 Wi E core X

). Bik/etc/systemd/coredump.conf 301

# vim /etc/systemd/coredump.conf

ProcessSizeMax=8G
ExternalSizeMax=8G
JournalSizeMax=8G

SRJE, EUHTINZE AL E

# systemctl daemon-reload

3.4.3 RGBT exfat #RAE A

R IR . INARGEIRL T AR 5K 5 -

# yum install exfat-utils fuse-exfat

3.4.4 #%i netstat A5 AHH

R T 3% net-tools # i

# yum install net-tools

3.4.5 B MR & PR

3.4.5.1 REHEA
WmHARS: V10 (SP1) . V10 (SP2)

i 4. X86., AARCH. MIPS64el
HAb A T2 AT S %

3.4.5.2 A&k
Unfnf BRI R R S i E A A

3.4.5.3 R

XRE-MERRFREN R, 5 centos REMBUNRAFRA—HE, 4R

B R IR 55 A8 R AU ZABUAFK, T 2B, BIFT 2B Ot

%46 W/ FE AT
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WK MAC Hihlk, SRS HS REEA TEARL.

3.4.5.4fRIRKF R
1) BM-RAFR

a. BEWEBURMMREAPE (L enpls0 ) .
# ifconfig

b. fE/etc/sysconfig/network-scripts/ F#3 ifcfg-enpls0 4

# cd /etc/sysconfig/network-scripts/
#ls

c. 1Bk ifcfg-enplsO X444k ifcfg-ethO
# mv ifcfg-enplsO ifcfg-ethO

d. &S S ifcfg-ethO ¥ N2 ) NAME Fi1 DEVICE J5 T f{E AL

Jy eth0
# vim ifcfg-ethO

W,

TYPE=Ethernet

PROXY METHOD=none
BROWSER_ONLY=no
BOOTPROTO=none
DEFROUTE=yes

IPV4 FAILURE FATAL=no
IPV6INIT=yes

IPV6 AUTOCONF=yes
IPV6 DEFROUTE=yes
IPV6 FAILURE FATAL=no

= EN MODE=stable-privacy
NAME=etho
=eclclac-Tfc9-3T80-84b6-428962544def

ONBOOT=yes
=BRTORITY=-999

DEVICE=ethe

PREFIX=24

GATEWAY = It
DNS 1=
DNS 2= il
IPVe PRIVACY=no

2) R

47 W F AN A



Koie BBEEERAR s R P T IR 55 SRR R G B i L ) i 5

a. fE/etc/udev/rules.d TN 4 75-network.rules ( WHREA %L

BT —1>)

# cd /etc/udev/rules.d
# Is

b. FTIFHEN Sc4 75-network.rules:

# vim 75-network.rules

RN

SUBSYSTEM=="net”,ACTION=="add"” ,ATTR(address)=="52:54:00:0e:58:7c”,
NAME="eth0",

Hrr ATTR J5 I RY{E R enplsO M-RxFhirg MAC Hitk, NAME J5 fird{E
HEEHR R R AR

AR
a. EREMHINERL.

# reboot
b. EHEBME MR LK
# ifconfig

Lgoiflocalhost rules.d]# ifconfig

etho:J flags=4163<UP, BROADCAST, RUNNING,MULTICAST= mtu 1500

r— inet m netmask bkl broadcast ket
= -ee8d-5d5e:10c9 prefixlen 64 scopeid 8x20<link>

txqueuelen 1860 (Ethernet)

packets 34 523 ny es 55780759 (53.1 MiB)

RX errors @ dropped 33958 overruns @ frame @

TX packets 1368 bytes 116132 (113.4 KiB)

TX errors @ dropped @ overruns @ carrier @ collisions @

lo: flags=73<UP,LOOPBACK, RUNNING>= mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
inet6 ::1 prefixlen 128 scopeid 0xlO<host>
loop txqueuelen 1000 (Local Loopback)
RX packets @ bytes @ (0.0 B)
RX errors @ dropped @ overruns @ frame 0
TX packets © bytes 0 (0.8 B)
TX errors @ dropped @ overruns @ carrier @ collisions @

3.4.6 WZEEBAFE
3.4.6.1 R4l
@EHAES: V10 (SP1) . V10 (SP2)

F 48 W/ F AT W
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% FHZRM . X86. AARCH. MIPS64el
H

HABRRA R /] 2%

3.4.6.2 [k
FHE/MEESE RS G, TRIEALS I, RAmA21T, MasplEFHR 2

AL, W Z R AL

3.4.6.3 [AEHT
WRGIHGE, T8, A e RS E/ME e ], (HiR 52

REMBEIEAL S, RAfE LKA R ], AR EER R RS .

3.4.6.4 BT E
1) ECEML, Btk yum JERTH, A ANNIREE AT B yum Y8, TCAMNMIER

BN AT HEA R A R

2) AR
# yum grouplist

1 -]# yum grouplist
#F: 0:02:23 ®I, #ITT 20215F08H24H EHI— 16874155749%).

3) KB A
# yum groupinstall "7 UKUI GUI f¥fii5s#%"

TE: XX S MEs ks
4) ANEJRARFEWRO TR SEIE RS

%49 W £ AT


http://172.17.31.188:8090/pages/viewpage.action?pageId=1182999
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# startx

5) ARAHEE S RG] LUR ShIEE AL i, W Rl B LS 20, ik

B A B R 3h 33

# systemctl get-default
# systemctl set-default graphical.target
# reboot

[root@localhost ~]# systemctl get-default

qyml k /etc/qutemd/qutem/default target - /usr/lib/systemd/system/graphical.target.
1« - ~]# systemctl get-default

3.4.7 fT A yum BESCERRME

3.4.7.1 REGHEA
WmHARS: V10 (SP1) . V10 (SP2)

i 4. X86., AARCH. MIPS64el
1L

LA FZ AT 2%

3.4.7.2 &R
AT It 2L ARRRAS AL, (HR AR R ST B 4205 T B Ry

AL, SRS FEH yum install package-name B3, RS FRRLEEAR
WA, BT LUSAR i B R

3.4.7.3 RS
Setr B/ IR P ERA MR LE A B AL, ARG EAEAIA “yum install EA& R

AP TR
3.4.7. 4R R
PLyum B,

A yum JEHRARARA R
1) i yum B (N E SR yum U LLESHT, BrIA2H300T)

%50 W/ H#E AT ;
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# yum install yum

,_,
-
[=}

D t@host-192-168-9-3 ~]# yum install yum

HETHRET: 0:00:31 &7, HITT 2021F 115198 EH T 166 045 198,
yum-4.2.23-3.p02.kyl@.noarch B& i,

fr" k.

fa

7T
2}
x
= £ 2,
|

b eH e 38
%ﬂﬁﬁﬁ?—r

2) EFFES yum & RRMA

# yum list --showduplicates yum

[root@host-192-168-9-3 ~]# yum list --showduplicates yum
FPRTHEDTHRE: 0:02:07 i, hTF 2021115195 EHH 166 044 197,

BEREMNRHKL

4.2.23-3.p02.kyle
EENRHEE
Yum.r-ogrcl‘.— 4.2.15-7.kyle

P d‘%ﬁéﬁ yum @H’Jﬁﬁﬂiﬁﬁﬁﬁ yum %3
# yum install yum-4.2.15-7.ky10

[runt@nost 192-168-9-3 ~|# yum install yum-4.2.15-7.Ky
ﬁ\’nﬁtsﬁﬁmﬁﬁ 0:02:33 §1, 7 F 20215118 198 Eﬁ}iﬁ 1689 047} 197 o
#x

Package Architecture Version Repository size

L2
noarch 4.2.15-7.ky10 ks10-adv-os 29 k
noarch 4.2.15-7.ky1® ks1@-adv-os 25 k
x86_64 0.37.2-2.kyl® ks1@-adv-os 570 k
noarch 4.2.15-7.kyl0 ks10-adv-o0s 400 k
x86_64 0.37.2-2.ky1® ks10-adv-os 74 k
x86_64 0.37.2-2.kyl® ks10-adv-os 606 k
noarch 4.2.15-7.kyl0 ks10-adv-os 8.2 k

E5RE

BE 7 RHES

BFH:1.7m

WEB? [y/N]: y

TER#H#Q:

(1/7): dnf-automatic-4.2.15-7.ky10.noarch. rpm 228 kB/s | 25 kB 00:00

(2/7): dnf-4.2.15-7.kyl@.noarch.rpm 235 kB/s | 29 kB 00:00

: python3-hawkey-0.37.2-2.ky10.x86_64.rpm 230 kB/s | 74 kB 00:00
: libdnf-0.37.2-2.ky10.x86_64.rpm 271 kB/s | 570 kB 00:02
: yum-4.2.15-7.ky10.noarch. rpm 223 kB/s | 8.2 kB 00:00
: python3-dnf-4.2.15-7.ky16.noarch.rpm 161 kB/s | 400 kB 00:02
: python3-libdnf-0.37.2-2.ky10.x86_64.rpm 203 kB/s | 606 kB 00:02

49 kB/s [DP o Bt 2 @ &

4 171
: libdnf-0.37.2-2.ky10.x86 64 1/14

4) Kitrie RG]

# yum list installed | grep yum

[root@host-192-168-9-3 ~]# yum list installed | grep yum

yum.noarch 4.2.15-7.kyle @ks10-adv-os
yum-langpacks-help.noarch 0.4.5-10.0el @anaconda
yum-metadata-parser-help.x86 64 1.1.4-24.kylo @anaconda

3.4.8 W txt CEEH pdf
3.4.8.1 Z5i A
WHAE% . V10 (SP1) . V10 (SP2)

2. X86. AARCH, MIPS64el

FA A I 1 12 7%

3.4.8.2 [k
SR R B IR S5 SR R ST H AR E axt SO, A s SR

FOH W HFEATT A
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Zpdf #520, AR 205 txt 4% Uk pdf A%
3.4.8.3 AT

Skt axt g N S . ps 48X, FRRE.ps SUIFEE A pdf Ag . H
H1, .ps & PostScript iY455 , PostScript 2 —fh i miidiE S, i pdf Sk
#AE PostScript A&k, Fril.ps ol Lk k. pdf, enscript mé 7T H
A] DK ext A = SCAR SO nl . ps 465, ghostscript & B k. ps XS
R
3.4.8.4 fRRHE
1) et
# yum install enscript ghostscript

2) MEFE txt S
3) Hf txt XA ps #aX

# enscript -p filename.ps filename.txt

4) B ps I pdf A%5C
# ps2pdf filename.ps filename.pdf

[root@localhost pdfl# enscript -p output.ps test.txt
[ 1 page * 1 copy ] left in output.ps

3 lines were wrapped

30 non-printable characters

[root@localhost pdf]# vim output.ps

[ root@l: t pdfl# ps2pdf output.ps output.pdf
[root@localhost pdfl# 1s

output.pdf output.ps test.txt

[root@localhost pdfl# |}

3.4.9 nfak AR PR
3.4.9.1 &4 A

WHZRS . V10 (SP1) . V10 (SP2)
% FHZRH . X86. AARCH. MIPS64el
H

LA RZER ATV ES %

% 52 W/ HEATT W
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3.4.9.2 [k
AIHEFEEN R TR e T root 2545, WA DLk A B AR

AT
3.4.9.3 RES T
M PRSI A e ik, REMRTElT, XEWAGEHTT

TEFRESER] Linux 248, S P2 root Bt A, XEFY root F P % R4
HSEEEAVERR, nTLMEE REnYERT, tEERER X RE I THER

3.4.9.4BRITR
1) 7eEdbAmEsE “e” JEAZHERA

Kylin Linux Adwanced Server (4.19.90-23.8.w»2101 kyl0.x86_64) V10 (Tercel-
Kylin Linux Advanced Server (B-rescue-48cl168c439514f42894dc972e89d7ecZB) -

Use the t and | keys to change the selection.
Press ‘e’ to edit the selected item, or ’'c’ for a command prompt.

2) &3 “linux” 17, 1EREHA” single “, ## Ctrl+x kA 5

[ FEATT |

L
o
o
=
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insmod xfs
set root="hd®,msdos1’
if [ xSfeature_platform_search_hint = xy 1; then
search ——wo-floppy ——fs-unid --set=root ——hint-bios=hd®.,msdosl —-hin%
t-efi=hd0®,msdosl --hint-baremetal=ahci®,msdosl ——hint="hd®,msdosl’ 3Jeed5%aa-9~
bai-4b32-9cci-eblab6f f1b0d
else
search —-mo-floppy ——fs-wunid --set=root Jeed459aa-9ba3-4b32-9cc2-eblas

g6ff1bed
£i .
inux suml inuz-4.19 .90-23.8.vZ2101 . kyl0.x86_64 root=rdevsmapper
klas-rott—ro—cracshkernel =1024M.high resume=sdev-mapper- klas—-suwap rd.lum.lu=klax
ssroot rd.lum.lu=klas/swap video=efifb:on rhgb quiet guiet
initrd sinitramfs—-4.19.90-23.8.v2101 . kyl0.x86_b64.img

Press Ctrl-x to start, Ctrl-c for a command prompt or Escape to
discard edits and return to the menu. Pressimg Tab lists
possible completions.

insmod xfs
gset root="hd@,medosl’
if [ xSfeature_platform_search_hint = xy 1: then
search --no-floppy ——fs-unid --set=root ——-hint-bios=hd0,msdosl --hin%
t-efi=hd0,msdosl --hint-baremetal=ahci®,msdosl ——hint="hdQ,msdosl’ 3Jeed45Faa-9%
ba3-1b32-9cci-eblaB6f f1bhOd
else
search --no-floppy ——fs-unid --set=root 3eed59%aa-9hba3d-4b32-9ccl-eblan
go6ff1bod
fi
linux sumlinuz-4.19 .90-23.8.v2101.kyl0.x86_64 root=rdevsmapper.»
klas-root ro crashkernel-10Z4M,high resume-/dev/mapper/klas—swap rd.lum.luv=klas
scroot rd.lum.lv=klas/swap video=efifb:on rhgb guiet gquiet [single
initrd sinitramfs-4.19.90-23.8.vZ101.kyl0.x86_64. imi

Press Ctrl-x to start, Ctrl-c for a commawnd prompt or Escape to
discard edits and return to the menu. Pressing Tab lists
possible completions.

3) i ANLE L

You are in rescue mode. After logging in, type "journalctl -xb" to view
zystem logs, “sysztemct]l reboot' to reboot, "systemctl default" or "exit"
o0 boot into default mode.

{EF root QUL

[Puutﬂlncalhnst ]

4) HHRGIBATEF 1 e “Ja, T8 ALs & H P 2 i A4 ] Ltk
AN, HMbP %S5 2) , 3) —#
HF4: root

Wi, Kylin123123

=
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Enter usernane:
root
Enter password:

setparans ‘Kylin Linux Advanced Server (4.19.90-24.4.v2101.ky10.aarchedr V10 (A
Suord)’

load_video
set gfxpayload=keep
insmod gzio
insmod part_gpt
insmod xfs
if [ x$feature_platform_search_hint = xy 1: then
search --no-floppy --fs-uuid --set=root 6cdc9946-e978-43ed-aB0a-d26
T699h140e
else
search --no—floppy --fs—uuid --set=root 6cdc9946-e378-43ed-al0a-d267
639b140e
fi v

Press Ctrl-x to start, Ctrl-c for a command prompt or Escape to
discard edits and return to the menu. Pressing Tab lists possible
comp letions.

5) BMSERUE, Wi reboot TiE RS, IEHIFEARSGHIT,

3.4.10 Wl gmiEP Rk
3.4.10.1 ZRSMWA

WHZES: V10 (SP1) . V10 (SP2)
i H2EH) . X86. AARCH. MIPS64el
HAB A T2 ] ES 2

% 55 W/ &£ 17

=

A
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3.4.10.2 [E{R
WAZIR S ko SCHRZ M INAZ A 1Y, (H 2 i T B 5 2R P8 2R Y

mRHCHS

3.4.10.3 4T
REH DR E RN, TP H O SRS MR Es

3.4.10.4 MBIFE
1) IR R iR fA

a. MIWRENZMA “uname -7 LN T A A

[root@localhost ~]1# uname -r
4.19.99-24,4.U2131.kylﬂ.xﬁﬁ_ﬁ4

A LU @ AT N2 BT R (A AT T )
# yum install kernel-devel

[root@localhost ~]# yum install kernel-devel

PR HIETHEBSE 1:05:40 Fi, M T F 20225038 148 EH— 098 594 34F,
! E kernel-devel-4.19.90-24.4.v2101.ky10.x86 64 ERE,

xR BER,

%x86_64 4.19.90-25.11.v2101.kyl0 ks10-adv-updates 14 M
B 3 89 B A
kernel-devel x86_64 4.19.90-24.4.v2101.kyle @anaconda 46 M

TSt UG e Jusr/src/kernels TFFEAE X P 4 B H 55

[root@localhost ~]1# cd fusr/src/kernels/
[root@localhost kernels]# 1s

ARY LU . XOKC

b. SRJ547E/usr/lib/modules T X R I A AR Fh = A —A~ build ) %50E 4%

Zi=A I SATET]ER N 1R

56 W/ FE AW
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[root@localhost kernelsl# cd fusr/lib/modules
[root@localhost modules]# 1s

[root@localhost modules]# cd 4.19.90-24.4.v2101.kyl0e.x86 64/
[root@localhost 4.19.90-24.4.v2101.kyl0.x86_64]1# ls

bls.conf modules.builtin modules.modesetting symvers.gz
modules.builtin.alias.bin modules.networking System.map

config modules.builtin.bin modules.order update

kernel modules.dep modules.softdep

modules.alias modules.dep.bin modules.symbols

medules.alias.bin modules.devname modules.symbols.bin

modules.block modules.drm

2) ks i

plhnre/opt H % M5 —4 hello.c BYSCHF
PRIk SO/

#include <linux/init.h>

#include <linux/module.h>
#include <linux/kernel.h>
MODULE_LICENSE("Dual BSD/GPL");
MODULE_AUTHOR("test");
MODULE_DESCRIPTION("hello");
MODULE_VERSION("1.00");

[* 95 WA AL PR A/

static int hello_init(void)

{

printk(KERN_ALERT "hello_init\n");
}

[ 5 1R H R/

static void hello_exit(void)

{

printk(KERN_ALERT "hello_exit\n");
}

/R FH R ECH/
module_init(hello_init);
module_exit(hello_exit);
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I E LS A
#include <linux/init.h>
#include <linux/module.h>
#include <linux/kernel.h>
MODULE_LICENSE("Dual BSD/GPL");
MODULE_AUTHOR("test");
MODULE DESCRIPTION("hello");
MODULE VERSION("1.80");
RS 4058 b s
static int hello_init(void)
{

printk(KERN_ALERT “hello_init\n");
}
/RS IR R B~/
static void hello_exit(void)
{

printk{KERN_ALERT "hello_exit\n");

}
/EB B/
module_init(hello_init);

module_exit(hello_exit);
Hor, eREAT AT S, R R ot
3) 45 Makefile

fE/opt H% T 95— Makefile ¢

obj-m := hell.o

default:
make -C /lib/modules/ uname -r /build SUBDIRS= pwd modules
4) %t

a. fE/opt Hg FPATRL R

# make

b. make 55 TE/opt H 3¢ T AR . ko Fil.o U5

[root@localhost opt]# 1s
firefox hello.ko hello.mod.o kernel modules.order
hello.c hello.mod.c hello.o Makefile Module.symvers

5) ISt AE

# insmod /opt/hello.ko
# Ismod | grep hello

% 58 W/ 171
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[root@localhost opt]# insmod fopt/hello.ko
[root@localhost opt]# Llsmod | grep hello

hello 16384 0O
# dmesg
[ 5147.328146] hrllo_init
[ 5147.328152] le: 'hello'->init suspiciously returned 16, it should follow 6/-E convention

do_ 1n1t mndulé loading module anyway.

[ 5147.328155] CPU: 1 PID: 7137 Comm: insmod Kdump: lnaded Tainted: G OE 4.19.90-25.8.v2101.ky10.x86_ 64
#1
[ 5147.328156] H ~: QEMU Standard PC (i440FX + PIIX, 1996), BIOS rel-1.12.1-0-ga5cab58e%a3f-prebuilt.qemu.o
rg 04/01/2014
N L.
AR

# rmmod hello.ko
# Ismod | grep hello

fruﬂt@localhﬂét opt]# lsmod | grep hello
[root@localhost opt]#

# dmesg
| 51~?.428¢$U “10: 0000000000000003 R11l: 0000000000000246 R12: 0000000000000000
5147 .328237] : 0000558d7130c7de R14: 0000000000000000 R15: 0OOD00OOOO0D0OOODOO
EB;L.LBEZLC_ hello exit
N L. P oY
HIZRAR ST Y o

3.4.11 WfaFFE/RAITHLE JE 3R %5
3.4.11.1 RSMA
WHIZRSGE: BB R UK 55 4% V10, V10(SP1), V10(SP2)

%K) X86. ARM. MIPS. Loongarch

HAU ARG /IS

3.4.11.2 @hHR
W25 systemd RS, DA LA A

# systemctl list-unit-files

tF
Hrh enable #/RE TR AJE35h, disabled £/ AR A3, static %

INAHEATIEE, generated Fonfiid:

=

%50 W/ HEATT |
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generated
backup.mount generated
boot-efi.mount generated
boot.mount generated
dev-hugepages .mount static
dev-mgueue . mount static
nfsd.mount static
fs-binfmt_misc.mount static
fuse-connections.mount static
i-kernel-config.mount static
i5-kernel -debug.mount »taflc
tmp.muunt {
var-lib-nfs-rpc_pipefs.mount
cups.path
ostree-finalize-staged.path

¥ n |_r|

10n-2.scope
-4.5cope

anaconda-direct vice

anaconda-nm- cnnflg service

anqrunda nn»hell.
static
static
static

anacanda tmuxw.Jerulre static

anaconda.service 1

arp-ethers.service

atd.service

auditd.service

auth-rpcgss-module.service

autovt ﬂ.tFFulFﬂ

blivet.service

blk-availability.service

bluetooth-mesh.serv

bluetocoth.service

bmc -snmp-proxy

btattach-bcm@

canberra-system-bootup.service

canbel Vs hutdown-reboot.service

canberra— -shutdown.service

JAITHLE JR Bk 55

7K}
# systemctl enable NAME

lld.service.

ld.service.
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# systemctl list-unit-files

i sp Ry e

firewalld.service

KHITHL A JE 3R 55
7Y
# systemctl disable NAME

[root@2383-arm ~1# systemctl disable firewalld.service

Removed /fetc S tem/multi-user.target.wants/firewalld.service.
Removed /systemd/system/dbus-org.fedoraproject.FirewallDl.service.
[root@ arm ~]1# [}

7K
# systemctl list-unit-files

HE BT

= S

firewalld.service

3.4.12 FHHEHEBHE
3.4.12.1 Z%SEA

EHRG: B = SRS % V10, V10(SP1). V10(SP2)
%M. X86. ARM, MIPS
HAb AR AT ES %

3.4.12.2 fBRHFR

AF MRS CATE
T
# fdisk -I

% 61 W/ AT
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5. 085661440 --HE

1648576000 --HE

UL GH R E A

AT fdisk i3I RgREE (W EEF/dev/mapper/mpatha)
# fdisk /dev/mapper/mpatha

RIF oA N

Y
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B R EBAT s BRI RELIOR (= 0 e 55 A A5 A 2R R IR L D - Mk

-roat. 470 CiB. SB4E5BG57288 =Y. DASGE6R448 -T-EIE

- ol

4 GiB, BEESATEDG? =Yy, 16572416

L0008 . LO4A5

i, S36AFOYL2000 Y. 1848576800 EE

SRIE G AR AL extd 1820, PUT
# mkfs.extd4 /dev/mapper/mpatha

& mkfs.extd fdev/mapper/mpathal

Dl

Al H, Hn/test, $f7 mkdir /test

%637/ #E AT
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RIGHERWE R H 5%, T

# mount /dev/mapper/mpathal /test/
RIFEEHHR TN, HIT

# df -h

{1# mount /dev/mapper/mpathal /
f# df -h

rif

devtmp

G
.BG
.86
7.806

apper/cl-root 470G
mapper/cl-home 208G
da2 1814M
S90M

1.6G

1_FAf

e B

TS (ERERRH0) -
#mount /dev/mapper/mapthal /test

LK AR B A fstab HE 3N

E7.X R
# vim /etc/fstab

SRIGTEIZ A TP
/dev/mapper/mpathal /test ext4d  defaults 00

Jdev/m apper/c 1

'm I n e

Sdev/mapper/mpathal /test

% 64 W/ 3T
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3.4.13 RAFRY A
3.4.13.1 ZRSWA

GRS AR E IR %575 V10, V10(SP1), V10(SP2).V10(SP3)
T8 AR . A
HAbRRA TR 0T ES

3.4.13.2 MBHEHFE
JEIAHR H SRR/, WA

[root@client ~]# lsblk

MAME MAJ:MIN BM SIFE RO TYPE MOUNTPOINT
sda 8:0 8 1e8c 8 disk

':E-dal [ 53 ¢ 2M B pqrt

da2 = B 16 @8 part /fboot
sda3 13 3 99G 8 part

L klas-root 253:0 ¢ g9G 8 lvm /
[root@client ~1# I

OB B K 50GB, BRI

1) RIZeede virt-manager BRI EIUNLH], #Sn—k 50GB /My

HAHF A BN EERE
- o - o
=] WD) X A I
e el =h !
EE e
gmwy: f T OFE o |
B ous RE WDy LT x) |
W w9 8 WA - S EEWE |
o % - =&
HaEn 2 om o ; |
- iDE @Sl 1 @ mg i
. 5.4 Gl FEak D o R
NG 77:97ch o
e 4 =0 |
E srs P it s |
. @2 4 ENE I
8- 7 o
. a
= ERARE EREGD —
W i—l i o O UsE Wi Rarmn: [ NEANE
Hun o LR sigmy DE -
T LU .
[ B TA0 ann: | O WS
B mgics e t ERRE
= ®O1 s 1 ERER
& spice mre 8 s pps
E 2+ axL @ use EWER
S uss o O TFM L}
M =wseoo BAEEES
B sumieo panic B0
B v v senal o @R vsocK
@ vsnmEm wimicl R
W use imNE 2 -

2) HRHEARS, nURICARXIE, WA

=

65/ HEA T
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[root@client ~]# lsblk
Mald:MIN BRM SIFE RO TYPE MOUNTPOINT
A 10086 A disk
a 2M B part
] 1G @ part /boot
a 99G 0 part
A a0 lwm
a: a8 586 6 disk
[rootEctient ~ 1% §

a8:
a8:
8:
a8:
33

5]

3) X} sdb #4743 X
# fdisk /dev/sdb

PR EF Isblk, &5 T

[root@client ~J# Llsblk
MAME MAJ:MIN RM SIFE RO TYPE MOUNTPOINT
sda ) 8@ 188G @8 disk
sdal ] 2M 0 part
sda2 2] 1G 8 part /boot
sda3 B 99G 0 part
L klas-root 25 B 99 B8 lvm
sdb G
Lsdbl

g B disk
[root@client ~|# §

a 3 0 part
4) AIEEFR

a8:
a:
a8:
a8:
g
8

%66 W/ F AT W
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# pvcreate /dev/sdbl

5) f#iH vadisplay FTLIE#] vg 1119 VG Name /2 klas

LrﬂﬁtﬁclLent ~ | # qui&play
Vvolume aroup

VG Name klas
System 1D
Format
Metadata Areas
Metadata Sequence No
VG Access
VG Status
MAX LV
Cur LV

P ]

Lvm2

D= = Wk

(-

6) F LI AlE s pv A% vg
# vgextend klas /dev/sdbl

[root@client ~]# vgextend klas /dev/sdbl
Volume group "klas"

[root@client ~]# |

A vgdisplay &7& vg fg 8, ATLIAEE] Cur PV fil Act PV F{EHAZ RY,

T2, BINESERL:
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«J# vgdisplay
& '; r -::lup

ty*fnm ID

VG ‘:t.:ttuc
MAX LV
Cur LV

xLm-oyeq-c6ty-MOyEFa

Al AR RE AR H SR EEEH A4S /dev/mapper/klas-root

i Ivextend & 4R H SR HEEER H 79 %

# Ivextend -L +49G /dev/mapper/klas-root

8) HHMRH =0, ¥ A5
# xfs_growfs /

=

68 W/ H#E AT T
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3.5 HHREFB
3.5.1 mfi%% Mysql HdEkE
3.5.1.1 R4i4

GH A% . V10(SP1)

i
i HZEH . X86., AARCH, LOONGARCH64
H

HABRRAFRAG 1 1ES T
3.5.1.2 [AlfER
AT R AT RSS2 R IR 55 A 4R R 8 B 222 My sql Budla %7
3.5.1.3 AT
X86 1 AARCH ZEk iy i 1747 Mysql 223840, BT LLAT DL R #0619 rpm

£, SRIGHESETEEE, i Loongarch64 220 A A Mysql Ze34y, 58
RS R 200, HORTFE e Mysql By ZHIE R 48 A+ i) mariadb,
AARCH 2244 T g hk .

http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/icbc-
appstore/aarch64/Packages/

%69 W/ #EAT1 |
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X86 ZLAL T Bk -
http://update.cs2c.com.cn:8080/NS/V10/V10SP1/os/adv/lic/icbc-
appstore/x86_64/Packages/

( HAT AARCH, X86 B4 AN 5.7.29, 8.0.17)
Loongarch64 444 %A A4 Mysql Z3ety, FR2 IR &8s, M
2% Mysql Bims 2 #1244 HH 1) mariadb,

3.5.1L. 4RI FR
— . X X86 F1 AARCH Z44)

1) &FEEC LN mariadb, £REOZS, FEEIE

# rpm -qa|grep mariadb

[root@SP2-68524 ~]# rpm -qga|grep mariadb
mariadb-common-10.3.9-9.p02.ky10.x86 64
mariadb-server-1a 1-9.p02.k

mar iadb-connector-c-3.08.6-7.k
mariadb-errmessage-10 2.
mariadb-10.3.9-9.p02.kyl0.x86 64

FRA, #Hz mariadb

# yum remove mariadb

remove

[y v

2) B NEUFR RS e AR RIS A%, BERNZSCH e

S
e

# yum localinstall *.rpm
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3) ZAWINE R Bk SS
# systemctl start mysqld

.. XF Loongarch64 #i#

1) &FEEC LM mariadb, #HRCZ2E%E, FEHZ
# rpm -qa|grep mariadb

[root@host-192-168-200-63 ~]# rpm -ga|grep mariadb
mar iadb-connector-c-3.0.6-6.a.ky10. loongarch64

mariadb-errmessage-10.3.9-8.p01.a.ky10.loongarch64
mar tadb-common-10.3.9-8.p01.a.kyl0. loongarch64

FRA, HE mariadb

# yum remove mariadb

[rnafmhah 200-63 ~ = mariadb-connector-c

[ root@host- lﬁz 16 A y 8 = mariadb-errmessage

[rﬂﬂ whn»t lq* 158 2086 . i e mariadb-common --nc
-galgrep mariadb

2) ARSI

# wget https://cdn.mysql.com/archives/mysql-5.7/mysql-5.7.29.tar.gz
# tar -zxvf mysql -5.7.29.tar. gz

Primeton_Ap; 5 . log
Primeton_Ap fer inin +1|1 1o g

3) yum PRI B T AN

# yum install gcc gcc-c++ cmake ncurses-devel bison openssl-devel rpcgen

4) AIE mysql Byt B s S BAn AT H sk
a. %% Mysql
# mkdir -p /mysglapp/mysql

b. AR
# mkdir -p /mysqglapp/mysqgl/data

c. AE mysql 4
# groupadd mysql

d. g Mysql HFr, [FEEET mysql 41

g1 EATT A
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# useradd -g mysgl mysq|l

e. WHE HRAR

# chown -R root:mysql /mysqglapp/mysql
# chown -R mysgl:mysqgl /mysqlapp/mysqgl/data
[root@host-192-168-200-63 ~]# mkdir -p /mysqglapp/mysqgl

[root@host-192-168-200-63 ~]# mkdir -p glapp/mysgl/data
[root@host-192-168- 200-63 ~]# groupadd mysqgl

groupadd: “mysql"iH EFT
[root@host-192-168-200-63 ~]# useradd -g mysql mysqgl
useradd: B P “mysql”"EiFTE

#3 mysql-5.7.29, i

# cmake . -DCMAKE_INSTALL_PREFIX=/mysqlapp/mysql
-DMYSQL_DATADIR=/mysqlapp/mysqgl/data
-DSYSCONFDIR=/etc -DDOWNLOAD BOOST=1
-DWITH_BOOST=/root/mysql-5.7.29/include/boost 1 59 0
-DWITHOUT _PARTITION_STORAGE_ENGINE=0

# make

# make install

6) [ii&/etc/my.cnf X

i3

* 57 W® A ® AH K K X

/application/mysql/support-files/my-default.cnf, "IHE#ETEZ A 4T

[mysqld]

port = 3306

user = mysql

basedir = /mysqglapp/mysql

datadir = /mysqglapp/mysql/data

pid-file = /mysqlapp/mysql/data/mysql.pid
sgl_mode='ONLY_FULL_GROUP_BY'

log_error = /mysqglapp/mysql/mysql-error.log
[client]

port = 3306

=
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7) Wia s

# /mysqglapp/mysql/bin/mysqld --initialize-insecure --user=mysql
--basedir=/mysqlapp/mysql

--datadir=/mysqlapp/mysqgl/data

8) WHEMIEAF

# echo 'export PATH=/mysqglapp/mysql/bin:$PATH' >> /etc/profile
# source /etc/profile
# tail -1 /etc/profile

9) HIURBIIA . JAshikss . BRBE (BA %) &R MR

# cp /mysqlapp/mysagl/support-files/mysql.server /etc/init.d/mysqld
# /etc/init.d/mysqld start

} federated]# cd *;sq dpp r, u|"JCD|'f files/
} support-f 11

1
1
R
fi

1~=]=-|p mys q1 Frﬁer fetc/init.d/mysqld

[rnutmhnqt 192-168-200-63 mysql ]# je%cfinlt.dfmyaﬁld start
MySQL .
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ysgl J# mysql

Commands end with ; or \g

ce distribution

8 current 1nput statement.

3.5.2 W EEHERAK docker
3.5.2.1 &4 A

EH A% . V10(SP1)
6 2Ky . X86. AARCH

HAth A FNAR R R S 2%
3.5.2.2 [AfE#iR

HT R4 [ 4 ) docker Jili7s 2k 18.09, £ Lt F il g7 2 A 1)
docker, FrLATFEFa 43 Hp A docker,

3.5.2.3 [T
SET TR ELN docker fA, SRJEKEHAw R BIAH N A B, FICE 4 docker

W55, 22 e AT IRl

3.5.2. 4R FR
1) docker T#EHuhlt Ak X —E ] SCF ) -

https://download.docker.com/linux/static/stable/

2) B 2% (LU docker 19.03.5 arm i)

a. PNEEM

# wget
https://download.docker.com/linux/static/stable/aarch64/docker-19.03.5.tgz

g 740 E1TT R
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b. f#EFHCE S /usr/bin T

# tar -zxvf docker-19.03.5.tgz
# cd docker
# cp * /usr/bin

c. Tid'#E docker IkR55

# vim /usr/lib/systemd/system/docker.service

d. %% daemon.json {4

# mkdir /etc/docker
# vim /etc/docker/daemon.json

3) Ja3h docker k55

a. WEIHLA IS docker

# systemctl enable docker
b. FHINENRS

# systemctl daemon-reload
c. Jash docker

# systemctl start docker
4) FRAEUE

# docker -v

[root@serverl = [H |# docker -v

Docker version 19.03.5, build 633alea

# docker info

£
-
(@)
=

| E AT |
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[rootl@serverl =@\ 1# docker info
Client:
Debug Mode: false

Servers
Containers: 0
Running: 0
Paused: 0
Stopp 0
Images: 0
Server Version: 19.03
Storage Driver: overla
Backing Filesystem: xfs
Supports d_typ true
Native Overlay Diff: true
Logging Driver: json-file
Cgroup Driver: cgroupfs
Plugins:
Volume: local
Network: bridge host ipvlan macvlan null overlay
Lo awslogs fluentd gcplogs gelf journald json-file local logentries splunk syslog
Swarm: inactive
Runtimes: runc
Default Runtime: runc
Init Binary: docker-init
containerd version: b34a5s
runc version: 3ed25f80asc
init version: fec3é
Security Options:
seccomp
Profile: default
Eernel Version: 4.19.90-23.8.v2101.kyl0.aarched

f8
83

Kernel Version: 4.19.90-23.8.v2101.kyl0.aarché4
Operating System: Kylin Linux Advanced Server V10 (Tercel)
0SType: linux
Architecture: aarché4d
CPUs: 4
Total Memory: 6.647GiB
Nam serverl
ID: X2WU:DTYT:YQH5:GGM4:5GUM:EA3Q:3J4D:RF6Y:QCAK:S3KL:UQ5A: ZG4A
Docker Root Dir: /var/lib/docker
Debug Mode: false
Registry: https://index.docker.io/vl/
Labels:
Experimental: false
Insecure Registries:
127.0.0.0/8
Registry Mirrors:
https://registry.docker-cn.com/
Live Restore Enabled: true
Product License: Community Engine

5) %L

a. T#k hello-world 514

# docker pull hello-world

1# docker pull hello-world
latest
Pulling from library/hello-world
109db8fad215: Pull complete

Digest: sha256:0fe98d7debd9049¢c50b597ef1f85b7cle8ccB81£59c8d623fchb2250e8bec
Status: Downloaded newer image for hello-world:latest
docker.io/library/hello-world:latest

[root@serverl £ H ]# I

b. i£f7 hello-world 1%

# docker run hello-world
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[root@serverl = [H ]|# docker run hello-world

Hello from Docker!
This message shows that your installation appears to be working correctly.

To generate this message, Docker took the following steps:
. The Docker client contacted the Docker daemon.
2. The Docker daemon pulled the "hello-world" image from the Docker Hub.
(arm6dvi)
3. The Docker daemon created a new container from that image which runs the
executable that produces the output you are currently reading.
. The Docker daemon streamed that output to the Docker client, which sent it
to your terminal.

To try something more ambitious, you can run an Ubuntu container with:
C e "‘._, C O
docker run -it ubuntu bash

Share images, automate workflows, and more with a free Docker ID:
https://hub.docker.com/

For more examples and ideas, visit:
https://docs.docker.com/get-started/

[root@serverl = ]#

c. TEHAH docker B4

# docker images

[rootlserverl S H ]# docker images
REPOSITORY TAG IMAGE ID CREATED SIZE

hello-world latest bcllbl76a293 5 weeks ago 9.14kB

HIRA docker #2455 1.

3.5.3 AfIZ%IHNEA cryptography
3.5.3.1 &G A
WEH&E%: V10(SP1)

6 2Ky . X86. AARCH

HAURA MG TS

3.5.3.2 [AEin
H g2 i 75 5 3] cryptography==1.5.3 ii4<, It & python £

, BrEZE SR YH T R4 HW K openssl 1.1.1F WA B9 & 344 il
cryptography f#fi F ¢ SCHFRRAS A — B R BB  sRECASRERE .

3.5.3.3 [T
TR LRSI 1.5.3 MUAR Y cryptography 11472

3.5.3.4 BT R

Kylin-Server-10-SP1-Release-Build20-20210518-aarch64 4,

77 W FE AT
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1) “&Z3EHF R openssl-del

# yum install openssl-devel

2) ZEARMAR openssl

a. NEALMAN openssl

# cd /usr/local/src

T4k https://www.openssl.org/source/openssl-1.0.2k.tar.gz

b. SRJEE:

# tar -xf openssl-1.0.2k.tar.gz
# cd openssl-1.0.2k

C. IWiIFZIALMAR openssl

# ./config --prefix=/usr/local/ss| --openssldir=/usr/local/ssl| shared zlib
# make
# make install

3) %% cryptography==1.5.3

# yum install python2-pip

# LDFLAGS="-L/usr/local/ssl/lib
-WI,-rpath,/usr/local/ssl/lib"CFLAGS="-l/usr/local/ssl/include" pip install
cryptography==1.5.3

-i http://pypi.douban.com/simple --trusted-host pypi.douban.com

Collecting cffi>=1.4.1 (from cryptography==1.5.3)
Downloading http://pypi.doubanio.com/packages/2e/92/87bb61538d7e60daBa7ec247dc04877671afel7016cdeo08b3b710012804/cffi-1.14.6
.tar.gz (475kB)
100% | | 481kB 886kB/s
Collecting pycparser (from cffi»>=1.4.1->cryptography==1.5.3)}
. Downloading http://pypi.doubanio.com/packages/ae/e7/d9c3al76ca4b02024debT82342dab36efadfc577679c8db077e8T6e71821/pycparser-2
|-20-py2.py3-none-any.whl (112kB)
100% | I | 112E 41.3MB/s
Installing collected packages: idna, pyasnl, enum34, ipaddress, pycparser, cffi, cryptography
Running setup.py install for cffi ... done
Bupning setup py dnstall for crypifography done

Euccegsfullg installed cffi-1.14.6 cryptography-1.5.3 enum34-1.1.10 idna-2 10 ipaddress-1.0.23 pyasnl-0.4.8 pvcparser_2 gg[

[root@host-192-168-9-24 openssl-1.0.2k]#

# pip show cryptography

g[root@host-192-168-9-24 openssl-1.0.2k]# pip show cryptography
Name: cryptography

Jversion: 1.5.3
“summary: cryptography is a package which provides cryptographic recipes and primitives to Python developers
Home-page: https://github.com/pyca/cryptography

Author: The cryptography developers

Author-email: cryptography-dev@python.org
‘License: BSD or Apache License, Version 2.0

Location: /fusr/1ib64/python2.7/site-packages
.Requires: idna, pyasnl, six, setuptools, enum34, ipaddress, cffi
“"Required-by:

[root@host-192-168-9-24 openssl-1.0.2k]#

4) BiiF
# python


https://www.openssl.org/source/openssl-1.0.2o.tar.gz
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>>>from cryptography.fernet import Fernet

[root@host-192-168-9-24 openssl-1.0.2k]# python
Python 2.7.16 (default, Jul 9 2020, 06:35:45)
[GCC 7.3.0] on linux2
Type "help®, "copyright", "credits" or "license" for more information.
=>> from cryptography.ferent import Fernet
Traceback (most recent call last):
File "<stdin>", line 1, in <module:>
ImportError: No module named ferent
=>> from cryptography.fernet import Fernet
=>> key=Fernet.generate key()
=>> f=Fernet(key)
>>> token=f.encrypt(b"A really secret message.Not for prying eyes.")
=>> token
'gAAAAABhPrSSF3-WXBEMCsR7YzqDYxwerPZDX0f4ohhFfCyYIBb3kcP4fhf6XtKv-Ka5JF4  PSAsmd69aRtuCmXfwlgljm9fcFBFeD2070ECWtoWECwUoc 4Bslz
VjdzfXfy8EAtguc'
=>> f.decrypt(token)
'A really secret message.Not for prying eyes.'
>>>

3.5.4 ffi%% Xpdf
3.5.4.1 R5i A
WHAEYS: V10(SP2)

i FHAH : AARCH
HABRA FING W ES
3.5.4.2 BB IR
1) ZEEAMCH
# yum install cmake freetype zlib libpng gcc-c++ qt5* cups*
2) HERAY, PR
https://dl.xpdfreader.com/xpdf-4.03.tar.gz

3) #EAEMSH %

# cd xpdf-4.03
# cmake -DCMAKE_BUILD TYPE=4.03

[root@host-192-168-9-20 xpdf-4.03]# cmake -DCMAKE BUILD TYPE=4.03

CMake Warning:
No source or binary directory provided. Both will be assumed to be the
same as the current working directory, but note that this warning will
become a fatal error in future CMake releases.

Found FreeType (old-style includes): /usr/lib64/libfreetype.so
Qt5 found

Found Cups: /usr/lib64/1libcups.so (found version "2.2.13")
Found fontconfig

Configuring done

Generating done

Build files have been written to: /root/xpdf-4.03

4) i
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# make && make install

5) Bk
# pdftotext -v

[root@host-192-168-9-20 xpdf-4.03]# ﬁdftotext -V

pdftotext version 4.03 [www.xpdfreader.com]

Copyright 1996-2021 Glyph & Cog, LLC

3.5.5 #fa%%: fish
3.5.5.1 &4 iAk
G &S V10(SP2)

i
i 24 . AARCH
HABRRAFRAG 1 1ES T
3.5.5.2fRHE
1) FakY
fish-3.1.2.tar.gz
T # Lk

BERE. https://fishshell.com

2) ARSI

# tar -zxvf fish-3.1.2.tar.gz
# cd fish-3.1.2

3) TR

# yum install gcc-c++
# yum install ncurses-devel

4) WAL

# cmake .
# make
# make install

5) ik
# fish

%80 W/ FE MW
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[root@host-192-168-9-3 fish-3.1.2]# fish
Welcome to fish, the friendly interactive shell
Type "help” for 1n5tr ctions on how to use fish

{@host-192-16
fish, version
@host-1¢

3.5.6 %% RabbitMQ
3.5.6.1 &4iHiA
WEHERS . V10(SP1)

i FH4EH . AARCH

HARA SR P ES %
3.5.6.2 IR
PL&%0 V10 (SP1)-aarch64-20200711 Hf).
Trgi—: FIH rpm @55
1) %% erlang
# yum localinstall erlang-23.1.5-1.ky10.aarch64.rpm
2) %% rabbitmq
# yum localinstall rabbitmqg-server-3.7.28-1.el7.noarch.rpm

3) JAshss

# systemctl start rabbitmg-server.service

4) #FEMRIIRES

# systemctl status rabbitmqg-server.service

[root@host-192-168-9-24 rabbitmql# systemctl status rabbitmg-server.service
- RabbitMQ broker
b/systemd/system/rabbitmq-server.service; disabled; vendor preset: disabled)
ing) since Wed 2021-89-29 16:33:04 CST; 9s ago
)

tem.slice/rabbitmqg-server.servi
Jusr/lib64/erlang/erts-11.1.3/bin/beam.smp -W w -A 64 -MBas ageffcbf -MHas ageffcbf -MBlmbcs 512 -MHlmbcs 512 -MMmcs 30 -P 1048576 -t 5000000 -stf
Jusr/lib64/erlang/erts-11.1.3/bin/epmd -daemon
erl_child_setup 32768
: inet_gethost 4
0039 inet_gethost 4

24 rabbitmq-server[31748]: ## ##
rabbitmg-ser 3]:  # ## RabbitMQ 3.7.28. Copyright (c) 2007-2020 Pivotal Seoftware, Inc.
rabbitmg-ser £ st Licensed under the MPL. See https://www. rabbitmg.com/

bbitmg-ser o

rabbitmg-ser i #EmmE## Logs: /var/log/rabbitmg/rabbit@host-192-168-9-24.l0g
rabbitmg-ser 3] H /var/log/rabbitmq/rabbit@host-192-168-9-24 upgrade.log
rabbitmg-ser 48]: rting broker...
rabbitmq-ser 3]1: systemd unit for activation check: "rabbitmq-server.service"
systemd[1]: St RabbitMQ broker

24 rabbitmq-server[31748]: completed with © plugins

-168-9-24 rabbitmql# i
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1) AR

# yum install mesa-libGL-devel mesa-libGLU-devel make gcc gcc-c++ openssl
openssl-devel unixODBC unixODBC-devel kernel-devel m4 ncurses-devel

2) fREIFgIELESE wxWidgets-3.0.5, ZIfESk erlang h4s F F)

# tar -xvf wxWidgets-3.0.5.tar.bz2

# cd wxWidgets-3.0.5

# ./configure --with-opengl --enable-debug --enable-unicode
# make && make install

I gmideai %% erlang

# tar -zxvf otp_src_22.0.tar.gz

# cd otp_src_22.0

# mkdir -p /usr/local/erlang

# ./configure --prefix=/usr/local/erlang --without-javac
# make && make install

4) WENETE

# vim /etc/profile MMLAT %

export ERLANG_HOME=/usr/local/erlang
export

RABBITMQ_HOME=/usr/local/rabbitmq_software/rabbitmq_server-3.7.28
export PATH=${ERLANG_HOME}/bin:${RABBITMQ_HOME}/sbin:${PATH}

# source /etc/profile

5)

a. f#Jk rabbitmqg Z/usr/local/rabbitmq_software 1217

# tar -xvf rabbitmqg-server-generic-unix-3.7.28.tar.xz

b. n#E M THEE, DMEDIH]

# rabbitmqg-plugins enable rabbitmqg_management

C. JRhEEA YT 15672

# rabbitmq-server

=

8 W/ HATT R
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[root@host-192-168-9-11 rabbitmq_server-3.7.28]# rabbitmqg-server

#H O

## O RabbitMQ 3.7.28. Copyright (c) 2007-2020 Pivotal Software, Inc.

##napsaasn Licensed under the MPL. See https://www.rabbitmg.com

A

#t Logs: /usr/local/rabbitmg_software/rabbitmg_server-3.7.28/var/log/rabbitmg/rabbit@ost-192-168-9-11.1log
/usr/local/rabbitmg_software/rabbitmq_server-3.7.28/var/log/rabbitmg/rabbit@host-192-168-9-11 upgrade.log

Starting broker...
completed with 3 plugins.

[root@host-192-168-9-11 ~]# lsof -i:15672
COMMAND PID USER FD  TYPE DEVICE SIZE/OFF NODE NAME
beam.smp 156712 root 79u IPv4 185300 0te TCP *:15672 (LISTEN)

RabbitMQ Management - Mozilla Firefox (=1
B RabbitMQ Management X | 4
c Q D) localhost 7 o O W In o =
.

= &

Rabbit
Uscrname
Password:

RN MR A guest,  H H G i A< Hi5n)

RabbitMQ Management - Mozilla Firefox 2]
By RabbitMQ Management X | 4
Cc @ @ localhost 72 e @ I @ =

=

... Lefreshed 202 3-29 15:42:49 | Reefresh every 5 seconds v

Aahhit
EP‘\Q\J\)“. 3728  Erlang 22
rtual hos All v

m Connections Channels Exchanges Queues Admin Cluster rabbit@host—192-168-9-11.openstacklocal

T guest Lng out

Overview
Totals

Global counts 2

Nodes
Name File descriptors 2 Socket descriptors 2 | Erlang processes Memory ? Disk space Uptim Info Reset stats
rabbit@host— 32 395 RSMiB 3RGIB 28m 28 basic
192-168-9-11

disc 1 All nodes

v

Churn statistics

Ports and contexts

rabbitmq " 3C#:X . http://rabbitmg.mr-ping.com/

erlang 5 rabbltmqg fRASKT R KA

https://www.rabbitmg.com/which-erlang.html

% 83 W/ #E AT W
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rabbitmq B M. https://www.rabbitmqg.com/

3.5.7 fiI%% PostgreSQL
3.5.7.1 R A
WHAE%: V10(SP1). V10(SP2)

6 2Ky . X86. AARCH

HAURA MG TS

3.5.7.2fRR AR
LA R &5 #% W A& K release V10 (SP2)

/(Sword)-x86_64-Build09/20210524 4,

H#E RS A ) mariadb

# yum remove mariadb

2) ‘%4 postgresql, Z¥J54 HEE—A> postgres /7.
# yum install postgresql postgresqgl-server

[root@lo 5t ~]# tail /etc/passwd

tomcat 91:Apache Tomcat:/usr/share/tomcat:/sbin/nologin
dbus:x:978:995:System Message Bus:/:/usr/sbin/nologin

dnsmasq:x:977:977:Dnsmasq DHCP and DNS server:/var/lib/dnsmasq: /usr/sbin/nologin
systemd-network:x:192:192:systemd Network Management:/:/usr/sbin/nologin
systemd-resolve:x:193:193:systemd Resolver:/:/usr/sbin/nologin

systemd-timesync:x:976:996:systemd Time Synchronization:/:/usr/sbin/nologin
systemd-coredump:x:975:997:systemd Core Dumper:/:/usr/sbin/nologin
tss:x:59:59:tss user for tpm2:/:/usr/sbin/nologin
tcpdump:x:72:72::/:/sbin/nologin

postgres:x:2 6:PostgreSQL Server:/var/lib/pgsql:/bin/bash

3) EMEILR

# echo "export PGDATA=/var/lib/pgsql/data/" >> /etc/profile
# source /etc/profile

4) B AR, #ithik postgresql

# chown -R postgres:postgres /var/lib/pgsqgl/data/
# chmod -R 755 /var/lib/pgsqgl/data/

Yl# % postgres H

# su postgres
# initdb -D /var/lib/pgsql/data/

=
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bash-5.0% initdb -D /var/lib/pgsql/data/

could not change directory to "/root":

The files belonging to this database system will be owned by user "postgres".
This user must also own the server process.

The database cluster will be initialized with locale "zh CN.UTF-8".

The default database encoding has accordingly been set to "UTF8".

initdb: could not find suitable text search configuration for locale "zh CN.UTF-8"
The default text search configuration will be set to "simple®.

Data page checksums are disabled.

f1x1nq permissions on existing directory /var/lib/pgsql/data ...
g subdirectories ... ok

selecting default max connections ... 100

selecting default shared buffers ... 128MB

qelectlnq dynamic shared memory implementation ... posix

( ng configuration files ...

running bootstlap script ... ok

performing post-bootstrap initialization ...

syncing data to disk ... ok

WARNING: enabling "trust" authentication for local connections
You can change this by editing pg_hba.conf or using the option -A, or
--auth-local and --auth-host, the next time you run initdb.

s. You can now start the database server using:

pg ctl -D /var/lib/pgsql/data/ -1 logfile start

bash-5.0% ]

JR SRS , A

# systemctl start postgresql.service
# systemctl status postgresqgl.service
# |sof -i:5432

t ~]# systemctl start postgresql.service
t ~1# systemctl status postgresql.service
ql ervice - PostgreSQL database server
Loaded (/usr/Lib/systend/systen/postgresql.service; disabled; vendor preset: disabled)

ExecStartPre=/usr/libexec/po sql-check-db- dir postgresql (code=exited, status=0/5U
Main PID: 2975(: (postmaster)
Tasks:
Memory: 1a.eM
CGroup: /system.slice/postgresql.service
29756 /usl/bm/postmastel -D /var/lib/pgsql/data
29758 postgres: checkpointer process
29759 p Jriter process
29760 pos sal writer process
29761 p : autovacuum launcher process
29762 pos tats collector process

29763 postgr guorker: logical replication launcher

.localdomain systemd[1]: S s
st.localdomain postmaster[2 6 02 2 C [29756] listening on IPv6 address ":
.localdomain postmaster[29756]: 262 2 - C [29756] listening on IPv4 address "
localdomain postmaster[297 2 : 4 [29756] listening on Unix socket P
rcaldomain postmaster[29756 2021-08- 2 3 3 [29756] 115tenlnq on Unlx S(v(ket "/tmp/'s P(J‘uQL 5
ycaldomain postmaster[297 2 [297571 2
.localdomain postmaster[29756]: zezl 0 20:29: [29756]
C 10st.localdomain systemd[1]: Started PostgreSQL databaie server.
~1# lsof -i:5432
USER FD  TYPE D SIZE/OFF NODE NAME
6 postgres 3u IPv6 0te TCP 1 Il stgres (LISTEN)
6 postgres 4u 4 0te TCP loc )stgres (LISTEN)
=i

I e e
# psql -U postgres

%8 W/ HE AT
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[root@localhost ~]# psql -U postgres
pqql (10.5)
i

postgres=# [

3.5.8 fnfi4¢% ODBC Driver for PostgreSQL
3.5.8.1 RGihiA
HEHERS: V10(SP2)

i AU : AARCH
HARRA MGG 1S %

3.5.8.2 R F R
LI aarch 2245~ V10(SP2) &% 0524 flAs J i) .

LA

RS H Y postgresql #y,

# yum install unixODBC-devel postgresql postgresql-devel postgresql-libs

2) #KHL psqlodbc JEfg
#

wget https://ftp.postgresql.org/pub/odbc/versions/src/psqlodbc-13.00.0000.tar

.gz
# tar -zxf psglodbc-13.00.0000.tar.gz
# cd psqglodbc-13.00.0000

3) %wi¥ psqlodbc

# ./configure
# make
# make install

%8 W/ HE AT
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liroct@localbost psgiodbe-13. 06,0000 |F sake jmstall

make[1]: # A E @ “Jopt/spsglodse- 13, 06 00"

fusrdbin/mbdir -p 'Jusrdlocal /b

Abingdsh | Stibtonl = -mode=imetall fusrfbinFinstall -c¢ peqlodbew. 1a paglodbea.la ‘" fusrdlocal ik
Libtool: install: susrsfbinfinstall -c | libs/psqlodbow.so fesrflocalslib/psqlodbow. so

tibteol: inetall: Jusribinsinstall -¢ | libs/peqlodbow. lai jusrriocal 1ib/peglodboe. 1a

Libtool: install: Jusrfbinfinstall -c . libs/psglodbca.so fusrflocalysLlib/psqlodbca. so

Libtanl: install: Jusrfblmsingtall -¢ libs/psqlodbca, lal susr/ocal/libspeqladhca. 1a

libtool: fimisk: PATH="/usr/local/sbin: ,-'u:.'r,-'anaL.fb:l.n:,-'u:.f,f:-hln .-'u-;r,-'b:l.n froot/bin: froot/bin: fsbin® Ldconfig -m jusrélocal/lib
:.:I.Irran.-:s rm-.-: been :I.n:-:al.i.zu in:

Jusriogalslib

If wou ever heppen Lo want to Link againat installed libraries
iin @& giwen directory, LIBDIR, you must either use 1ibtoal, and
specify the full pathnsse of the Library, or use the " -LLIBDIR"
flag during linking and do at Least one af the follsding:
- add LIEDIR to the LD LIBRARY PATH' environment variable
i during sxecution
add LIEDIR %o the LD AUN PATH' environment varlable
during Timking
use the " -Wl,-rpath -Wl,LIBDIR' linker flag
- hawe your systes adslnistrater add LIBDOR 1o "fercsid.so.canft”

See any operating system documenialion aboul shared Librarjes for
more :I.nrnulrnn..:.m. such as the Ldi1] and ld. :-:HB? marwal paq;c:.

n.nlu:llr. il"'in::tall |1.11:a an _JLIHEH'
makell]: &7 B2 "roptipsglodbc- 13,00, 0088°

I i I FE PR AL -
make B H B 4

M1

odbcapi’e.c:128:1: error: conflicting types for ‘SOLColAttribute
SOLColAttribute|{SQLHSTMT StatementHandle,

In file included from psqledbc.h:112:8,
from odbcapi3e.c:21:
Jusr/include/sql.h:8613:24: note: previous declaration of °‘SOLColAttribute’' was here
SOLRETURN SOL_API SOLColattribute(SQLHSTMT StatementHandle,

make[1]: *** [Makefile:811: psglodbcw la-odbcapi3e.le] &iE 1
make[1]: BB R “/opt/psqlodbc-13.908.0000"
make: *=* [Makefile:479: all] Wiz 2

FRER T
&k vim /usr/include/sql.h

FERLA T NZS (ffEH#if O Fl#endif )

l.I':‘.i #1if @

E14 SOLRETURM - S0L_API SOLCelAttribute(SQLHSTMT StatementHandle,

615 SOLUSMALLINT ColumnMumber, SQLUSMALLINT FieldIdentifier,
816 SOLPOINTER Characterattribute, SOLSMALLINT BufferLengtlh,
17 SOLSMALLINT *StringLength, SOLLEN *NumsricAttribute };

018 #endifl]

4 2

adhcap-i:au c:288:1: error: cnnflictinq types for 'sl:llLr.uu'ttrihutaH'
| SOLColAttributew(SQLHSTMT hstmt,
!.In file included from fusr/include/sqlext.h:2261:8,
from psqlodbec.h:113,
from odbcapilew.c:15:
Susr/include/sqlucode . h:29:19: note: previous declaration of “SQLColAttributeW' was here
| SOLRETURN SOL API SOLColAttributew(
make[1]: *** [Makefile:B32: psqlodbcw la-odbcapilew.lo] iR 1
make[1]: EF B R“/opt/psqlodbc-13.66.0e66"
make: *+% [Makefile:479: all] Hi® 2
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fl R T
&k vim /usr/include/sqlucode.h

FEmc LA A (] #if 0 Fi#endif )

29 #if @

30 SOQOLRETURN SQL API SQLColAttributeW|(

31 SOLHSTMT hstmt,

32 SOLUSMALLINT iCol,

33 SOLUSMALLINT iField,

34 SQLPOINTER pCharAttr,

35 SOLSMALLINT cbCharAttrMax,
36 SQLSMALLINT *pcbCharAttr,

37 SQLLEN tpNumAttr);

38 #endiff}
39
40 SQLRETURN SQL API SQLColAttributesw(

41 SQLHSTMT hstmt,

42 SQLUSMALLINT icol,

43 SOLUSMALLINT fDescType,

44 SOLPOINTER rgbDesc,
4) HiiF

# odbcinst -q -d

[root@localhost psqlodbc-13.00.0000]# odbcinst -q -d
[PostgreSQL]

3.5.9 %% sentencepiece
3.5.9.1 &4 A
WA V10 (SP1)

& 4 . X86., LOONGARCH

HAURRAMZRFG A 1E S

3.5.9.2 R TR

1) AR

# sudo yum install cmake gperftools python3-pip gcc gcc-c++
2)

# git clone https://github.com/google/sentencepiece
# cd /path/to/sentencepiece

# mkdir build

# cd build

# cmake ..
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# make -j $(nproc)
# make install

3) #5% PKG_CONFIG_PATH #sfz

# export PKG_CONFIG_PATH=/usr/local/lib/pkgconfig/ (i%#1E7E make install H
AlAE )

(pytorch) N {1# | make install
[ 36%] Built target sentencepiece

[ 46%] Built target sentencepiece_train-static

[ 47%] Built target spm_encode

[ 56%] Built target sentencepiece_train

[ 58%] Built target spm_train

[ 60%] Built target spm_decode

[ 62%] Built target spm_normalize

[ 98%] Built target sentencepiece-static

[10@%] Built target spm_export_vocab

Install co

Up-to-date: /usr/local/llb/pkgconflg/‘entenceplece pc
Up—to—date: /u:u..r LUL:\LI I..I.IJ! ..;u:.uuwm.eplece 50.0.0.0
Up-to-date: /usr/local/lib/libsentencepiece.so.0
Up—to-date: /usr/local/lib/libsentencepiece.so
Up-to-date: /usr/local/lib/libsentencepiece_train.
Up-to-date: /usr/local/lib/libsentencepiece_train.
Up—to-date: /usr/local/lib/libsentencepiece_train.
Up—to-date: /usr/local/lib/libsentencepiece.a
Up-to-date: /usr/local/lib/libsentencepiece_train.
Up—to-date: /usr/local/bin/spm_encode

Up-to-date: /usr/local/bin/spm_decode

Up-to-date: /usr/local/bin/spm_normalize

Up-to-date: /usr/local/bin/spm_train

Up—to-date: /usr/local/bin/spm_export_vocab
Up-to—-date: /usr/local/1nclude/sentenceplece trainer.

#F echo $PKG_CONFIG_PATH
4) Python 13 sentencepiece, # A% sentencepiece/python, #f7T

PATR P 2 i

# python3 setup.py build
# python3 setup.py install

aH AT

# pip3 install sentencepiece

Collecr1ng aenfenceplece
Downloading https://files.pythonhosted.org/packages/aa/71/bb7d64dcd80a65061463

97bca7310d5a8684f0f9%ef035f03affb657flaec/sentencepiece-0.1.96.tar.gz (508kB)
100 | 5 12kB 17kB/s
Installing collected packages: sentencepiece
Running setup.py install for sentencepiece ... done
Successfully installed sentencepiece-0.1.96

( BTk —AHial )

AR RGO L.
# pip3 list

=
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40.4.3

# find / -name libsentencepiece*

(B (o1 B To-RN (e lsh sl g (s MM i nd / -name libsentencepiece*
/root/sentencepiece/build/src/libsentencepiece train.a
/root/sentencepiece/build/src/libsentencepiece.a
/root/sentencepiece/build/src/libsentencepiece.s0.0.0.0
/root/sentencepiece/build/src/libsentencepiece.so.0
/root/sentencepiece/build/src/libsentencepiece.so
/root/sentencepiece/build/src/libsentencepiece train.so.0.0.
/root/sentencepiece/build/src/libsentencepiece train.so.0
/root/sentencepiece/build/src/libsentencepiece train.so
fusr/local/libé64flibsentencepliece.so.0.0.0
/usr/local/lib64/1libsentencepiece.s0.0
/usr/local/lib64/libsentenceplece.so
/usr/local/libé4ylibsentencepiece_train.s0.0.0.0
/usr/local/libé4flibsentencepiece train.so.0
/usr/local/libé4flibsentencepiece_train.so
/fusr/local/libé6dyflibsentencepiece.a
/usr/local/libé4f1libsentencepiece train.a

6) Ziia /etc/ld.so.conf Ui, WINZEKE
# vim /etc/ld.so.conf,

Include Id.so.conf.d/*.conf

/usr/local/lib64

include ld.so.conf.d/*.conf
/usr/local/libé4

7) #EA python3, #XJ55 A sentencepiece HFT50IE

# cd python3
>>> import sentencepiece

%9 W/ FE A |
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[root@localhost python]# python3
Python 3.7.9 (default, Mar 2 2021, 02:43:11)
[GCC 7.3.0] on linux

Type "help", "copyright", "credits" or "license" for more information.
>>> import sentencepiece
55> exit()

3.5.10 %% zabbix
3.5.10.1 ZR%MmA
HEHES: V10 (SP1)

1dFHZEH . X86

HAURA MG TS

3.5.10.2 MRRHFER
1) TR IF AL 2 IR S5 A &2 MO

https://www.zabbix.com/download _sources#60LTS

2) fEAIFHEATRY H g

# tar -zxvf zabbix-5.0.22.tar.gz
# cd zabbix-5.0.22

3) M

# yum install mariadb-devel net-snmp-devel OpenlPMI-devel
libevent-devel curl-devel

4) BIEEHR, FiFas

# mkdir -p /opt/zabbix

# ./configure --prefix=/opt/zabbix --enable-server --enable-agent --with-mysql
--enable-ipv6 --with-net-snmp --with-libcurl --with-libxmI2 --with-openipmi

# make && make install

5) Az zabbix f 4, KT zabbix H AR

# groupadd zabbix

# useradd zabbix

# passwd zabbix

# chown -R zabbix:zabbix /opt/zabbix

6) Filbid

# su - zabbix
# cd /opt/zabbix

9w/ FEAT T
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[zabbix@host-192-168-9-11 ~]$ cd /opt/zabbix/
[zabbix(@ 8-9-11 zabbix]$ 1s

.[z.abb::L)-(L-ﬂhost- 2-168-9-11 zabbix]$ tree

rzabbix_get ol
zabbix_sender.1

Vzabbix_agentd .8
zabbix_server.8

14 directories, 11 files
[zabbix@host-192-168-9-11 zabbix]$ [

# sbin/zabbix_server -V

[zabbix@host-192-168-9-11 zabbix]$ sbin/zabbix server -V
zabbix server (Zabbix) 5.0.22
Revision 90ee9e33d3 4 April 2022, compilation time: Apr 15 2022 10:30:17

Copyright (C) 2022 Zabbix SIA

License GPLv2+: GNU GPL version 2 or later <htip: i nse: .
This is free software: you are free to change and ledlqtrlbute %3 accordlnq to
the license. There is NO WARRANTY, to the extent permitted by law.
[zabbix@host-192-168-9-11 zabbix]$

3.5.11 infi%%k geckodriver
3.5.11.1 Z%kEAE
WHAE%: V10 (SP1)

i AU . AARCH
HARRA MGG S %

3.5.11.2 @R FR
1) %% rust
# curl https://sh.rustup.rs -sSf | sh

o M I— e B A, 1k 1 )R W

=
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Current installation options:

default host triple: aarch64-unknown-linux-gnu
default toolchain: stable (default)
profile: default
modify PATH variable: yes

1) Proceed with installation (default)
2) Customize installation
3) Cancel installation

> 1.

LA SEUR IR IR AL 1

stable-aarch64-unknown-linux-gnu installed - rustc 1.59.0 (9d1b2106e 2022-02-23)

Rust is installed now. Great!

To get started you may need to restart your current shell.
This would reload your PATH environment variable to include
Cargo's bin directory ($HOME/.cargo/bin).

To configure your current shell, run:
source $HOME/.cargo/env

# source $HOME/.cargo/env
2) 4% rustc HbpT Hi%
# rustup target install armv7-unknown-linux-gnueabihf

3) AR IR S5 AR

AL https://github.com/mozilla/geckodriver
# tar -zxvf geckodriver-0.28.0.tar.gz

4) &k geckodriver/.cargo/config {4

# vim geckodriver-0.28.0/.cargo/config

[target.armv7-unknown-linux-gnueabihf]
linker = "arm-linux-gnueabihf-gcc"

5) YmiFLisk

# cd geckodriver-0.28.0
# cargo build --release --target aarch64-unknown-linux-gnu

A Y i S T
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geckodriver-0.28.0/target/aarch64-unknown-linux-gnu/release H3%.

[lootmhost 192 168-9-11 release]# ls
uild : s geckodriver geckodriver.d

[lootmhost- 92-168-9-11 releasel# pwd
/root/geckodriver-0.28.0/target/aarch64-unknown-linux-gnu/release

6) MiR5iE

# cd geckodriver-0.28.0/src
# cargo test

test result: . 50 passed; 0 fa ; 4 ignored; O measured; O filtered out; finished in 0.02s

# geckodriver-0.28.0/target/aarch64-unknown-linux-gnu/release/

[root@host-192-168-9-11 srcl# ~/geckodriver-0.28.0/t b4 -unknown-linux-gnu/release/geckodriver
1647398159440  geckodriver INFO Listening on 44

[root@host-192-168-9-11 ~]# lsof -i:4444

COMMAND PID USER  FD  TYPE DEVICE SIZE/OFF NODE NAME
geckodriv 25519 root 3u IPv4 59357 0t0 TCP 1 t:krb524 (LISTEN)
[root@host-192-168-9-11 ~]# |J

3.5.12 {fa%%.NET CORE
3.5.12.1 ZR&E4A&
HHES%: V10 (SP1)

i HIZEH . AARCH
HAU A IR /1S

3.5.12.2 fREFR
1) FaF &M

AL (F#k sdk il asp.net core )

https://dotnet.microsoft.com/download/dotnet/3.1

=

94 W) HATT R
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Released 2021-07-13

Build apps - SDK

SDK 3.1.411

0s Installers Binaries

Linux Package manager instructions Ar Arme6d | x64 Alpine
mac0s x64 x4

Windows x86 Arma2 | x64 | x86

Al dotnet-install scripts

Visual Studio support
Visual Studio 2019 (v16.7)
Visual Studio 2019 for Mac (v8.10)

Included in
Visual Studio 16.7.17

Included runtimes

N arm64 JivE 1% 255t

2) 4% ASP.NET CORE

a. P3| root ).

# sudo su
b. AL~ HS
# mkdir -p

Run apps - Runtime

ASP.NET Core Runtime 3.1.17

The ASP.NET Core Runtime enables you to run existing weby/server applications
we recommend installing the Hosting Bundle, which includes the .NET Runtime and IS
support.

1IS runtime support (ASP.NET Core Module v2)
13.1.21168.17

os Installers Binaries

Linusx Package manager instructi Arm32 | Armbd|| ArmBd Alpine | k64 | k64 Alpine

.NET Desktop Runtime 3.1.17

$HOME/dotnet && tar zxf

aspnetcore-runtime-3.1.17-linux-arm64.tar.gz -C $HOME/dotnet

7[‘]-‘I:l

C. Whn¥RiE

# vi /etc/profile

BIMPITTINZE

export DOTNET_ROOT=$HOME/dotnet
export PATH=$PATH:$DOTNET _ROOT

export DOTNET _ROOT=$HOME/dotnet
export PATH=$PATH:$DOTNET ROOT

d. DRAFIRH, S A LU fir & PR AR i AR AL

# source /etc/profile

e. BALIERA
# dotnet --info

9% W/ HE 11 T

=

On Windows,

Feedback
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[root@local - netcore]# dotnet --1info
It was not possible to find any installed .NET Core SDKs
Did you mean to run .NET Core SDK commands? Install a .NET Core SDK from:
https://aka.ms/dotnet-download

Host (useful for support):
Version: 3.1.17
Commit: 3a75b805fa

NET C e SDKs @nsta1led:

.NET Core runtimes installed:
Microsoft.AspNetCore.App 3.1.17 [/root/dotnet/shared/Microsoft.AspNetCore.App]
Microsoft.NETCore.App 3.1.17 [/root/dotnet/shared/Microsoft.NETCore.App]

To install additional .NET Core runtimes or SDKs:
https://aka.ms/dotnet-download

# dotnet --version

[rootlocalhost netcore]# dotnet --version

3.1.411

3) %% SDK
a. WNInMEA &
WA RIS A E, L (2) /) cd BT,

b. #ALI T4

# mkdir -p $HOME/dotnet && tar zxf dotnet-sdk-3.1.411-linux-arm64.tar.gz -C
$HOME/dotnet

4) KYRERIET
a. QA

# vi test.sh
b. WMLLTHNE
#!/bin/bash

dotnet new console --output samplel
dotnet run --project samplel

c. RfFRH
d. AT EA

# sh test.sh

=

%9 7/ FE AT
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ore 3.1)
Telemetry

.NET Core tools col ag in o r P your ex nc It Llected by Microsoft and shared with the communit
y. You can opt-out of tel y by ¢ nment \ ble to '1' or 't ' using your orite shell

more about .NET Core
https

Report issu e d source
Find out what's new

Console Application" was createc
Processing post-c tion ac -
Running 'dotnet restore' on samplel/samplel.csproj...
L projec
amplel.csproj (in 434 ms).

el# sh test.sh
e to .NET Core 3.1!
SDK Version:

Telemetry

Th .NET Llec 5 data in o r to help us impro e nce. It collected by Mi soft and shared with the communit
You can opt-out of etry by setting the D T_CLI_TELEMETI 0 ironment variable to '1' or ue' using your favorite shell.

more about .NET Core CLI Tools telemetry

Exp e documentation: http:
Report issues and find sour
Find out what's ne t aka ! 2
Learn about the S et-core-https
i ka.ms/dotnet-cli-docs

ation" was created

csproj

.csproj (in 434 ms).

3.5.13 ffi%% apache-dophinescheduler
3.5.13.1 ZRGWAE
RS AR S 29Uk %5 4% V10 (SP1)

i AR . X86

HoAb A SR AT S
3.5.13.2 MHRIE

ARIBA

#

wget https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinsc
heduler-1.3.6-bin.tar.gz

T4 mysql fil mysql-connector-j


https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinscheduler-1.3.6-bin.tar.gz
https://archive.apache.org/dist/dolphinscheduler/1.3.6/apache-dolphinscheduler-1.3.6-bin.tar.gz

JGumsorr b NE . SN TR > N N »
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wget https://cdn.mysql.com/archives/mysql-5.7/mysql-5.7.29-linux-glibc2.12-
x86_64.tar.gz

#

wget https://cdn.mysql.com/archives/mysql-connector-java-8.0/mysql-connec
tor-j-8.0.31.tar.gz

#yum install java-1.8.0-openjdk-devel

LHREFRE mysql, 2% mysql-8.0.20 7£ V10-SP1-aarch64 | ik

fit I dolphinscheduler

# mkdir -p /opt/dolphinscheduler
# tar -zxvf apache-dolphinscheduler-1.3.6-bin.tar.gz -C /opt/dolphinscheduler
# mv apache-dolphinscheduler-1.3.6-bin dolphinscheduler-bin

BIEERE A

# useradd dolphinscheduler

# passwd dolphinscheduler

# sed -i '$adolphinscheduler ALL=(ALL) NOPASSWD: NOPASSWD: ALL'
/etc/sudoers

# sed -i 's/Defaults  requirett/#Defaults  requirett/g' /etc/sudoers

# chown -R dolphinscheduler:dolphinscheduler dolphinscheduler-bin

B —2d i mysqgl 3531 2 dolphinscheduler fy lib H#F

# tar -zxvf mysql-connector-j-8.0.31.tar.gz

# cd mysqgl-connector-j-8.0.31/

# cp mysqgl-connector-j-8.0.31.jar
/opt/dolphinscheduler/dolphinscheduler-bin/lib/

fash mysql, Bl

# su dolphinscheduler

$ mysql -uroot -p

mysql> CREATE DATABASE dolphinscheduler DEFAULT CHARACTER SET utf8
DEFAULT COLLATE utf8_general_ci;

mysql> GRANT ALL PRIVILEGES ON dolphinscheduler.* TO ‘test'@'%'
IDENTIFIED BY 'test’;

mysql> GRANT ALL PRIVILEGES ON dolphinscheduler.* TO 'test'@'localhost’
IDENTIFIED BY 'test’;

mysql> flush privileges;

mysqgl> exit

fii & dolphinscheduler

# vim /opt/dolphinscheduler/dolphinscheduler-bin/conf/datasource.properties

%98 W/ FAM W
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HRBE postgresql FUAHCHLE, B mysql BYELE

#
/opt/dolphinscheduler/dolphinscheduler-bin/scripts/create-dolphinscheduler.s
h
# vim
/opt/dolphinscheduler/dolphinscheduler-bin/conf/config/install_config.conf
# Note: if kerberos is enabled, please config hdfsRootUser=
hdfsRootUser="hdfs"
# kerberos config
# whether kerberos starts, if kerberos starts, following four items need to
config, otherwise please ignore
kerberosStartUp="false"
# kdc krb5 config file path
krb5ConfPath="$installPath/conf/krb5.conf"
# keytab username
keytabUserName="hdfs-mycluster@eSZ.COM"
# username keytab path
keytabPath="s$installPath/conf/hdfs.headless.keytab"

# api server port
apiServerPort="12345"

# install hosts

# Note: install the scheduled hostname list. If it is pseudo-distributed, just
write a pseudo-distributed hostname

ips="localhost"
# ssh port, default 22

# Note: if ssh port is not default, modify here

sshPort="22"
# run master machine

# Note: list of hosts hostname for deploying master

masters="localhost"

% 9 w / 17
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# run worker machine
# note: need to write the worker group name of each worker, the default
value is "default"
workers="localhost:default"
# run alert machine
# note: list of machine hostnames for deploying alert server
alertServer="localhost"
# run api machine
# note: list of machine hostnames for deploying api server
apiServers="localhost"

Ja 38 dophinscheduler

# opt/dolphinscheduler/dolphinscheduler-bin/install.sh
# jps

HEEHBESA 5 MRS

[ root@ st ~]# Jps
269573 QuorumPeerMain
272807 WorkerServer

273408 ApiApplicationServer
1/4//4 nacos-server.jar
326593 Jps

272641 MasterServer

272979 LoggerServer
273164 AlertServer
[ root@ : - o~ |#

17217 :12345/delphinscheduler/uifview/login/indexhtmi
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3.5.14 %% mongodb-4.2.6
3.5.14.1 ZRZHA

WEHARS: RS g %S4 V10 (SP1)
G2 . ARM64 TRINZEHS X86

HABRRAS SR T S %

3.5.14.2 MBI HFE
TEAS AREL

Ik
https://github.com/mongodb/mongo/archive/refs/tags/r4.2.6.tar.gz
I IR

gcc MRANELK 8 DL

To build MongoDE, you will need:

* A modern C++ compiler capable of compiling C++17. One of the following is required:
* GCC 8.0 or newer
# Clang 7.0 (or Apple XCode 10.0 Clang) or newer
+ Visual Studio 2017 version 15.9 or newer (See Windows section below for details)
* 0On Linux and mac0S, the libcurl library and header is required. MacO0S includes libcurl.
+ Fedora/RHEL - "dnf install libcurl-devel
1 * Ubuntu/Debian - "apt-get install libcurl-dev’
* Python 3.7.x and Pip modules:
* See the section "Python Prerequisites" below.

A g% 9.3

T# gcec-9.3 XA

http://mirrors.aliyun.com/gnu/gcc/gcc-9.3.0/gcc-9.3.0.tar.gz
http://mirrors.aliyun.com/gnu/gmp/gmp-6.1.2.tar.bz2
http://mirrors.aliyun.com/gnu/mpc/mpc-1.1.0.tar.gz
http://mirrors.aliyun.com/gnu/mpfr/mpfr-4.0.2.tar.gz

G L b DA A ff T

# tar -zxf gcc-9.3.0.tar.gz
# tar -zxf mpc-1.1.0.tar.gz
# tar -zxf mpfr-4.0.2.tar.gz


https://github.com/mongodb/mongo/archive/refs/tags/r4.2.6.tar.gz
http://mirrors.aliyun.com/gnu/gcc/gcc-9.3.0/gcc-9.3.0.tar.gz
http://mirrors.aliyun.com/gnu/gmp/gmp-6.1.2.tar.gz
http://mirrors.aliyun.com/gnu/mpc/mpc-1.1.0.tar.gz
http://mirrors.aliyun.com/gnu/mpfr/mpfr-4.0.2.tar.gz

[Gumsorr n NE 8 W G g ) L Y N
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# tar -xf gmp-6.1.2.tar.bz2

1 mpc mpfr gmp 2351 copy % gcc-9.3.0 f4-J F i

# mv gmp-6.1.2 gcc-9.3.0/gmp
# mv mpc-1.1.0 gcc-9.3.0/mpc
# mv mpfr-4.0.2 gcc-9.3.0/mpfr

B gcc-9.3.0 W& b
# mkdir /opt/gcc9

kA% gcc-9.3.0 Xk
# cd gcc-9.3.0

LA

# yum install texinfo
IR gec

# mkdir build

# cd build

# ../configure --prefix=/opt/gcc9
--enable-languages=c,c++ --disable-multilib

# make -j nproc’

# make install

NIIEYSEE =

# cd /opt/gcc9/bin/

# In -s gcc cc

#In-sg++ g++-9

# In -s gcc gcc-9

# In -s Jopt/gcc9/bin/* /usr/local/bin/

ISR

# vim /etc/profile

A N2

export GCC9 HOME=/opt/gcc9
export PATH=$GCC9 HOME/bin:$PATH
export CC=gcc-9
export CXX=g++-9
He RO
%102 W/ EAT W
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# source /etc/profile
B UFRRAS

I[ root@localhost ~]# gcc --version

gcc (GCC) 9.3.8

Copyright © 2019 Free Software Foundation, Inc.
FEFEEHYG; FEERABMNMAER, *RGREEAER;

ﬂ?ﬁ&ﬁﬁ%fﬁﬂ% THENTHEAMEER.
[root@localhost ~]#

LA

# yum install python3-pip python3-psutil python3-pymongo python3-PyYAML
python3-packaging curl-devel openssl-devel python3-devel

# pip3 install Cheetah3 regex==2021.11.10 requirements_parser==0.3.1
-i https://pypi.mirrors.ustc.edu.cn/simple/

fift s

# tar -zxf mongo-r4.2.6.tar.gz
# cd /opt/mongo-r4.2.6

# pip3 install -r etc/pip/compile-requirements.txt
-i https://pypi.mirrors.ustc.edu.cn/simple/
RS

# python3 buildscripts/scons.py MONGO_VERSION=4.2.6 all

CFLAGS="-march=armv8-a+crc -mtune=generic" -j 32
--disable-warnings-as-errors

# python3 buildscripts/scons.py MONGO_VERSION=4.2.6
--prefix=/opt/mongodb-4.2.6-bin/ --disable-warnings-as-errors

CFLAGS="-march=armv8-a+crc" install -j 32

G PESE ) ] SCPFAE/opt/mongodb-4.2.6-bin Ha¢ T

HNZH R, MERIALE S

# strip mongo mongod mongos

% 103 W/ £ 171 |
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[root@localhost bin]# strip mongo mongod mongos
[root@localhost bin]# 11

SHE 124468

-rwxr-xr-x 1 root root 7694 108 13 13:53
-rwxr-xr-x 1 root root 38526152 18H 13 13:55
-rwxr-xr-x 1 root root 57475672 18H 13 13:55
-rwxr-xr-x 1 root root 31439096 10H 13 13:55

gw1’F mongodb-tools

# cd
/opt/mongo-r4.2.6/src/mongo/gotools/src/github.com/mongodb/mongo-tools

LA AS
# yum install libpcap-devel go

BC'E go FREE AR &

# vim /etc/profile/

export GOROOT=/usr/lib/golang/

export GOPATH=/usr/lib/golang/src

export PATH=$PATH:$GOROOT/bin:$GOPATH:bin
# source /etc/profile

# ./build.sh

U PR SE LAY R SCRE 00 H S B bin SCHET
TR strip a2 M55 JH U5

[roat@lbcaihost mongo-tools]# vim build.sh
[root@localhost mongo-tools]# cd bin/
[root@localhost bin]# 1s

[root@localhost bin]# 11

;otal 168600

-rwxr-xr-x 1 root root 14891208 Oct 13 14:11
~rwxr-xr-x 1 root root 20327896 Oct 13 14:11
-rwxr-xr-x 1 root root 20071688 Oct 13 14:11
-rwxr-xr-x 1 root root 19994440 Oct 13 14:11
-rwxr-xr-x 1 root root 20247846 Oct 13 14:11
-rwxr-xr-x 1 root root 16373856 Oct 13 14:11
-rwxr-xr-x 1 root root 20730416 Oct 13 14:11
-rwxr-xr-x 1 root root 19901992 Oct 13 14:11
-rwXr-xr-x 1 root root 19472432 Oct 13 14:11
[root@localhost bin]# strip *
[root@localhost bin]# 11

total 123076

-rwxr-xr-x 1 root root 10531128 Oct 13 14:12

-rwxr-xr-x 1 root root 14783624 Oct 13 14:12
~rwXr-xr-x 1 root root 14586504 Oct 13 14:12
-rwxr-xr-x 1 root root 14520872 Oct 13 14:12
-rwxr-xr-x 1 root root 14719496 Oct 13 14:12
-rwxr-xr-x 1 root root 13151816 Oct 13 14:12
~rwXr-xr-x 1 root root 15111656 Oct 13 14:12
-rwxr-xr-x 1 root root 14471656 Oct 13 14:12 ;L
-rwxr-xr-x 1 root root 14127112 Oct 13 14:12 L

gre T Al


http://github.com/mongodb/mongo-tools

Kunsorr »E ; _— . , A [ 1
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H1 T2 gee-9.3, I A MR ik 2B Al AR TE— DL g1
W, FEA gee M (libstdc++.50.6.0.28 ) HE L4k gcc-9.3 A
B, B4 R fusr/lib64 &, B4 libstdc++.50.6 R i%E Y 45 1 3
libstdc++.50.6.0.28

Ja 3 mongodb

# ./mongod

st bin]# ./mongod
-18T17:56:59.478+0800 I CONTROL [main] Automatically disabling TLS 1.0, to force-enable TLS 1.0 specify --sslDisabledProf

-18T17:56:59.480+0800 W ASIO [main] No TransportLayer configured during NetworkInterface startup
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] MongoDB starting : pid=3023 port=27017 dbpath=/data/db 64-bit host=locallf
.localdomain
2022-10-18T17:56:59.481+0800
2022-10-18T17:56:59.481+0800

I CONTROL [initandlisten] db version v4.2.6

I CONTROL [1initandlisten] git version: nogitversion
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] OpenSSL version: OpenSSL 1.1.1f 31 Mar 2020
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] allocator: tcmalloc
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] modules e
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] build env nment:
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] distarch: aarché4
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] target_arch: aarch64
2022-10-18T17:56:59.481+0800 I CONTROL [initandlisten] options: {}
2022-10-18T17:56:59.482+0800 I STORAGE [initandlisten] wiredtiger_open config: create,cache_size=3914M,cache_overflow=(file_max:
,session_max=33000,eviction=(threads_min=4,threads_max=4),config_base ,statistics=(fast),log=(enabled=true,archive=true,path:
rnal,compressor=snappy), file_manager=(close_idle_time=100000,close_scan_interval=10,close_handle_minimum=250),statistics_log=(walf
,verbose=[recovery_progress,checkpoint_progress],
2022-10-18T17:56:59.615+0800 I STORAGE [initandlisten] WiredTiger message [3023:0xfffefb050040], txn-recover ]
t global recovery timestamp: (0, 0)
2022-10-18T17:56:59.714+0800 I RECOVERY [initandlisten] WiredTiger recoveryTimestamp. Ts: Timestamp(0, 0)
2022-10-18T17:56:59.797+0800 I STORAGE [1initandlisten] Tir mﬁt§ﬂnitor starting

-B86.55_ 83210800 ONTRQ nitand e —

[LogicalSessionCacheRefresh] index build: inserted 0 keys from external sorter into index in
0 seconds
2022—10f18T17 :00.290+0800 I INDEX [LogicalSessionCacheRefresh] index build: done building index 1lsi1dTTLIndex on ns config.syst
em.sessions
2022-10-18T17:57:00.340+0800 I COMMAND [LogicalSessionCacheRefresh] command config.system.sessions command: createlndexes { createl
ndexes: "system.sessions", indexes: [ { key: { lastUse: 1 }, name: "lsidTTLIndex", expireAfterSeconds: 1800 } ], $db: "config" } numY
ields:0 reslen:114 locks:{ ParallelBatchWriterMode: { acquireCount: { r: 2 } }, ReplicationStateTransition: { acquireCount: { w: 3 }
}, Global: { acquireCount: { r: 1, w: 2 } }, Database: { acquireCount: { r: 1, w: 2, W: 1 } }, Collection: { acquireCount: { r: 4, w:
1, R: 1, W: 2 } }, Mutex: { acquireCount: { r: 3 } } } flowControl:{ acquireCount: 1, timeAcquiringMicros: 1 } storage:{} protocol:o
p_msg 280ms
2022-10-18T17:57:01.000+0800 I SHARDING [ftdc] Marking collection local.opleg.rs as collection version: <unsharded>

3.5.15 %% mesos-1.8.1
3.5.15.1 ZR%E4&
W RS S =R 554 V10 (SP1/SP2)

i FHA4 . ARM64 . X86
HA A S T S

3.5.15.2 f@RFR
TR AR L
https://github.com/apache/mesos/archive/refs/tags/1.8.1.tar.gz

G AL IR


https://github.com/apache/mesos/archive/refs/tags/1.1.0.tar.gz
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#

wget

AL V10-SP1-0518-X86_64 Yo

il & maven

SP2. AL HW 1 maven 24l

SP1: #H maven {44

https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/apache-

maven-3.6.3-bin.tar.gz --no-check-certificate

8 maven jitfE/opt H3#F, @)%

# tar -zxf apache-maven-3.6.3-bin.tar.gz

il & maven G4SN

# vim /etc/profile

MAVEN HOME=/opt/apache-maven-3.6.3
export PATH=$MAVEN HOME/bin:$PATH

ARG IR A
# source /etc/profile
£ maven it & FE R

# vim /opt/apache-maven-3.6.3/conf/settings.xml

146 <mirrors= m

147 <l-- mirror

148 | Specifies a repository mirror site to use instead of a given repository. The reposito
ry that

149 | this mirror serves has an ID that matches the mirror0f element of this mirror. IDs ar
e used

150 | for inheritance and direct lookup purposes, and must be unique across the set of mirr
ors.

151 |

152 -

153 <mirror>

154 <id=nexus-aliyun</id=

155 <mirrorOf>central</mirrorof>

156 <name=Nexus aliyun</name>

157 <ur1>http://maven.aliyun.com/nexus/content/groups/publiﬂ<furl»

158 </mirror=

159 </mirraors=

160

161 =!-- profiles

162 | This is a list of profiles which can be activated in a variety of ways, and which can m
odify

=] L _ 1

LA

# yum install python3-devel python3-six java-1.8.0-openjdk-devel zlib-devel
openssl-devel cyrus-sasl-md5 apr-util-devel wget apr-devel libidn-devel
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apr-util libcurl-devel cyrus-sasl cyrus-sasl-devel subversion-devel subversion
python3-pytz python3-google-apputils

fift & mesos #y,

# tar -zxf mesos-1.8.1.tar.gz
liESre JERS

# mkdir /opt/mesos-bin
i

# cd mesos-1.8.1

# ./bootstrap

# ./configure --prefix=/opt/mesos-bin
# make -j "nproc’

# make install

GELJE W) SR Jopt/mesos-bin H# T
GAHIE
A% kR SC 2 Jopt H 5 R IR

i mesos-master-env.sh.template fit & SC 4 #7150

# cd /opt/mesos-bin/etc/mesos/
# cp mesos-master-env.sh.template mesos-master-env.sh
# vim mesos-master-env.sh

(LR INNEGCIE

export MESOS log_dir=/var/log/mesos
export MESOS_work_dir=/opt/mesos-bin/data

&k mesos-slave-env.sh.template it & ({4
# vim mesos-slave-env.sh.template

&2 MESOS_master

export MESOS_master=ip:5050
(v ip AL ip)

Sf EHLBCE S /ete/hosts TN 35 5,

# vim /etc/hosts

I I NE
IP master

%107 W/ £ 171 |
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( H:rp master M4 )
1£/opt/mesos-bin/etc/mesos/ H ¢ ik 3275 p Bd B S0k

# vim masters

mastely

X RGEHAT IR
# ssh-keygen -t rsa

r5a. pun

iM root@ t.localdomain

,.tj filter

} remain to be installed Lf you are prompt

iy be monitored and r

sh 'r L
| you wanted were added.

i 8li/opt/mesos-bin/sbin/mesos-start-masters.sh

# ./mesos-start-masters.sh

FITFNBE 45 Vi1A) ip:5050


mailto:root@172.17.123.125
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<« c @ O & 17217 5050/# - i @ @J‘

-
i u: M ESOs  Frameworks Agents Roles Cffers Maintenance

B 86c580e1-5¢1¢-4338-921d-bebbbB18adds

Cluster: (Unnamed) Active Tasks

Leader: localhost:5050

Version: 1.9.0 Framework ID TaskID  Task Name Role State Health Started ¥ Host
Built: yesterday by root

Started: 9 minules ago No acive tasks.

Elected: 9 minutes ago

Leading Master Log: Download View Unreachable Tasks

Agents Framework ID Task ID Task Name Role Started v Agent ID
Activated o No unreachable tasks.

Deactivated 0

Jnreachabie ° Completed Tasks

Tasks Framework D  TaskID TaskName Role Stale Started v  Stopped  Host
Staging 0 No completed tasks

Starting [4]

Running 4]

3.5.16 %% canu-1.8
3.5.16.1 ZR&5l4A&

EHRS: A ERE YRS 4% V10 (SP2)
6 %y . AARCH64
HAB A S A TS 2%

3.5.16.2 fERFRE
TRAS R

https://github.com/marbl/canu/archive/refs/tags/v1.8.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1 58 O.tar
.9z

ZIFTE V10-SP1-0518-aarch64 2465, n LA#H R 48 A #711 boost
HATHRIR LR,

7t V10-SP2-0524-aarch64 T, i T boost Ay 1.7.3, T
GO, i B B AT RRA


https://github.com/marbl/canu/archive/refs/tags/v1.8.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1_58_0.tar.gz
http://downloads.sourceforge.net/project/boost/boost/1.58.0/boost_1_58_0.tar.gz
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HAMEH boost-1.5.8

TR 1% 4225 boost-1.58 fiids

# tar -zxf boost_1 58 0.tar.gz

# cd boost 1 58 0

# sed -ri 's/\-m64/\-mabi=Ip64/g' "grep -Rl '\-m64""
# ./bootstrap.sh

# ./b2

# ./b2 install

# mkdir -p /usr/include/boost

# cp -rf Jusr/local/include/boost/* /usr/include/boost
# cp -rf /usr/local/lib/* [usr/lib

# ldconfig /usr/local/lib

Z I, boost-1.58.0 A 2352 ik,

canu-1.8 gitdcdt

# tar -zxf canu-1.8.tar.gz
# cd canu-1.8/src

# make -j 8

# make install

# /obj/bin/fastgSimulate-sort/fastq-utilities/fastqSimulate-sort.o -1lcanu

g++ -0 fopt/canu-1.8/Linux-aarch64/bin/utgcns -D _GLIBCXX PARALLEL -pthread -fope
nmp--lm -L/opt/canu-1.8/Linux-aarch64/1lib foptfcanu—1.BlLinux—aarchﬁ4iobj!biniut'
gcns/utgens/utgens.o fopt/canu-1.8/Linux-aarch64/obj/bin/utgcns/utgcns/stashCent
ains.o -lcanu

success!
canu installed in fopt/canu-1.8/Linux-aarché4/bin/canu n

g7 Al

A
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[root@localhost binl# sfopt/canu-1.8/Linux-aarche4/bin/scanu
usage: canu [-version] [-citation]
[-correct | -trim | -assemble | -trim-assemble] %
[-5 =assembly-specifications-Tile=] %\
-p =assembly-prefix>
-d <assembly-directorys %
genomeSize=<number=[g|m|k]
[other-options]
[-pachio-raw |
-pachio-corrected |
-nanopore-raw |
-pnanopore-corrected] filel file2 ...

example: canu -d runl -p godzilla genomeSize=lg -nanopore-raw reads/*.fasta.gz

3.5.17 %3 glibc-2.29
3.5.17.1 ZRZHA
GRS RIS 4% V10 (SP2)

16
i 24 . AARCH64
HAB A S ZER TS

3.5.17.2 MBI HFE
TEAS HREL

https://ftp.gnu.org/gnu/glibc/glibc-2.29.tar.xz
# yum install gcc binutils texinfo gawk bison sed pexpect gdb gettext perl

TSR /opt T

fifk s

# tar -zxf glibc-2.29.tar.gz

# cd glibc-2.29

# mkdir -p /opt/glibc-install  ---4ii%)5 HY2e%E H 7
# mkdir build

# cd build

(Lo Els
# vim /opt/glibc-2.29/nss/makedb.c


https://ftp.gnu.org/gnu/glibc/glibc-2.29.tar.xz
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ERBARRIF v

37
38
39
408
4

#include =sys/param.h=
#include <sys/stat.h>
#include <sys/uio.h=>
#include "nss db/nss db.h"
#include =libc-diag.[g=

47
43
44
45
46
47
48
49

/* Get libc version number. */
#include "../fversion.h"

/* The hashing function we use. */
#include "../fintl/hash-string.h"

/* SELinux support. */

841
842
843
844

3 -

#ifdef HAVE SELINUX

845
846
847

1545
849

850

851
852
853
854
855
856
857
858
859
860

874
875
876
877
878
879
880
881
882
883
884

DIAG PUSH NEEDS COMMENT
DIAG IGNORE NEEDS COMMENT (1@, "-Wdeprecated-declarations");

static void
set file creation context (const char *outname, mode t mode)
{

static int enabled:

static int enforcing;

security context t ctx;

/* Check if SELinux is enabled, and remember. #*/
it (enabled == @)

enabled = is selinux enabled () ? 1 : -1;
if (enabled < )

return;

freecon (ctx);
H
}

DIAG POP_NEEDS COMMENT

static void
reset file creation context (void)

{

B

# vim /opt/glibc-2.29/nscd/selinux.c

g2 0/ EATT R
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32 #include <selinux/selinux.h>
33 #ifdef HAVE LIBAUDIT
34 # include <libaudit.h>
35 #endif

36|#1nclude <libc-diag.h=>
37
38 #include "dbg log.h"
39 #include "selinux.h"
40

41

P PRI | Lo o ik

319 pthread mutex destroy (lock);
320 free (lock);
321 } '

324 DIAG IGNORE NEEDS COMMENT (10, "-Wdeprecated-declarations");
.32
326 /* Initialize the user space access vector cache (AVC) for NSCD along with
327 log/thread/lock callbacks. */

328 void

329 nscd avc _init (void)

330 {

331 avc_entry ref init (&aeref);

=T

32
32i BIAG PUSH NEEDS COMMENT

337 #ifdef HAVE LIBAUDIT
138 audit_init ();

139 #endif

40 }

41

14 TIAG POP NEEDS COMMENT
% _N
;43 DIAG PUSH NEEDS COMMENT

149 [JTAG _IGNORE NEEDS COMMENT (1@, "-Wdeprecated-declarations");
34
347

148 /* Check the permission from the caller (via getpeercon) to nscd.
149 Returns ® if access is allowed, 1 if denied, and -1 on error.

YEn

431 return rc;
4321

43j DIAG POP NEEDS COMMENY
43

435

436 /* Wrapper to get AVC statistics. #*/

437 void

438 nscd avc cache stats (struct avc cache stats *cstats)
439 {

448 avc cache stats (cstats);

441 }

4%

# ../configure --prefix=/opt/glibc-install
# make

M3/ EATT R
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\

# make install

R SE NG 1R /opt/glibe-install H % T

LA IIE
5k

[root@localhost glibc-install]# ls

[root@localhost glibc-install]# strings lib/libc.so.6 | grep GLIBC
GLIBC 2.17

GLIBC 2.1B
GLIBC 2.22
GLIBC 2.23
GLIBC 2.24
GLIBC 2.25
GLIBC 2.26
GLIBC 2.27

GLIBC 2,29
GLIBC PRIVATE
create module GLIBC 2 @

3.5.18 %% codis-3.2.2
3.5.18.1 ZR&G4A
WHARS: RIS = RS #% V10 (SP2)

G 24 AARCH64/X86
FAMRRAS A I 2%

3.5.18.2 fMRRHFR
https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
3R golang JfJcfE/opt H3¢ T

https://dl.google.com/go/g01.9.2.linux-arm64.tar.gz
https://dl.google.com/go/g01.9.2.linux-amd64.tar.gz

fit [k golang

# tar -zxf gol.9.2.linux-amd64.tar.gz
# tar -zxf gol.9.2.linux-arm64.tar.gz

WHE go WIS &
# export PATH=/opt/go/bin:$PATH

% M4 7/ FA T


https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
https://dl.google.com/go/go1.9.2.linux-arm64.tar.gz
https://dl.google.com/go/go1.9.2.linux-amd64.tar.gz
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‘Z4¢ java-1.8.0-openjdk-devel

# yum install java-1.8.0-openjdk-devel
# cd /opt/go

17 codis AT UHEAR «
# mkdir -p /opt/go/src/github.com/CodisLabs

8 codis PASHCETE LA 1%

# cd /opt/go/src/github.com/CodisLabs

# wget https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
# tar -zxf codis-3.2.2.tar.gz

# mv codis-3.2.2 codis

# cd codis/

# make

i PR SCIFAE bin AR
REE

[root@localhost bin]# 11
S HE oos48
drwxr-xr-x 4 root root 117 88 14 19:04

-rwxr-xr-x 1 root root 14770016 8H 14 10:04
-rwir-xr-x 1 root root 15784672 85 14 18:03
-rwxr-xr-x 1 root root 14144448 8H 14 19:04
-rwxr-xr-x 1 root root 13044608 8H 14 18:84
-rwxr-xr-x 1 root root 17969272 8H 14 18:03
-rwxr-xr-x 1 root root 5866296 85 14 16:03
-rwxr-xr-x 1 root root 2695648 8H 14 10:03
-rwxr-xr-x 1 root root 2859504 B8H 14 18:03
-rwxr-xr-x 1 root root 5866296 B8H 14 18:83
-Tw-r--r-- 1 root root 96 B8H 14 10:083 version

3.5.19 #fi%% kong-1.3.0
3.5.19.1 ZR%MmA
GRS AL S RS #% V10 (SP2)

16
i FH2EH) . AARCH64
HAB A S ZER TS

3.5.19.2 MREFE
TEAS AR
https:// github.com/Kong/kong.git

% M5 W/ E AT W


http://github.com/CodisLabs
http://github.com/CodisLabs
https://github.com/CodisLabs/codis/archive/refs/tags/3.2.2.tar.gz
https://ghproxy.com/https:/github.com/Kong/kong.git

JGumsorr BBREERAE
vinacort componaten N FF

W

\

2% R BELBE i 0 IR 55 e R R e R DL st - M

LA

# yum install zlib-devel libyaml-devel

FLE github fREE, MR T github AEMIA git HLECCH,

# vim .gitconfig  #HMIIFANE

[url "https: /https://github.com"]
insteadOf = git://github.com

#KH kong-build-tools (Jit#E/opt HET )
# git clone https://github.com/Kong/kong-build-tools.git

DA 2 2.0.2

# cd kong-build-tools
# git checkout tags/2.0.2

752477 H 543K openresty-build-tools & #f# il master fiiAs

# git clone https://github.com/Kong/openresty-build-tools
# cd openresty-build-tools
# vim kong-ngx-build

M T HLTAAY pere Ayt C 2828 TG AR X, 7T AT 85 #5 A apache

. Z "SPCRE VER" ] T
PCRE DOWNLOAD=SDOWNLOAD CACHE/pcre-%PCRE VER
1 d SPCRE DOWNLOAD
warn "PCRE source not found, downloading...

#courl sSLO

EUFL=c-ES0D DRSS/ AR R sredtl/pcre-s{PCRE VER}.tar.gz
1T | z ${PCRE SHA+x} 1: then
SPCRE SHA pcre-${PCRE VER}.tar.gz" | sha2s6sum -C -

tar -xzvf pcre-${PCRE VER}.tar.gz

pcre FREHLhL :

https://sourceforge.net/projects/pcre/files/pcre/

=

116w/ E 11T

ntTps 'Ttp.pcre.org/pub/pcre/pcre-%{PCRE VER}.tTar.t
# t L


https://ghproxy.com/https://github.com
git://github.com
https://ghproxy.com/https:/github.com/Kong/kong-build-tools.git
https://github.com/Kong/openresty-build-tools
https://sourceforge.net/projects/pcre/files/pcre/
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ACHE
lua-kong-nginx-module |; ©
warn "lua-kong-nginx-module source not found, cloning..
git clone https:/rgithub.com/Kong/lua-kong-nginx-module

i lua-kong-nginx-module
git _fetch
fpit reset --hard $KONG NGINX MODULE pit reset --hard origin/$KONG NGINX_MODULE

# cd /opt/kong-build-tools

B H ok
# mkdir -p /opt/kong-bin

LA

# ./openresty-build-tools/kong-ngx-build --prefix /opt/kong-bin --work
work --openresty 1.15.8.1 --openssl 1.1.1c --kong-nginx-module
0.0.6 --luarocks 3.1.3 --pcre 8.41 --jobs 16

mkdir -p "ffoptfkong—bin/luarocksfshare/lua/S.lfluarocks/type“

1nstall -m 644 "src/luarocks/type/rockspec.lua" "//opt/kong-bin/luarocks/share/lua/5.1/luarocks/type/rockspec.lu
mkdlr -p //optfkong bin/luarocks/share/lua/5.1/1luarocks"

install -m 644 "src/luarocks/fun.lua" "//opt/kong-bin/luarocks/share/lua/5.1/luarocks/fun.lua"

mkdir -p "//opt/kong-bin/luarocks/share/lua/5.1/luarocks"

install -m 644 "src/luarocks/rockspecs.lua" "//opt/kong-bin/luarocks/share/lua/5.1/1luarocks/rockspecs.lua”
mkdir -p "//opt/kong-bin/luarocks/share/lua/5.1/luarocks"

install -m 644 "src/luarocks/signing.lua" "//opt/kong-bin/luarocks/share/lua/5.1/luarocks/signing.lua"
mkdir -p "//opt/kong-bin/luarocks/share/lua/5.1/luarocks"

install -m 644 "src/luarocks/loader.lua” "//opt/kong-bin/luarocks/share/lua/5.1/luarocks/loader.lua"

mkdir -p "//opt/kong-bin/luarocks/share/lua/5.1/luarocks"

install -m 644 "src/luarocks/path.lua" "//opt/kong-bin/luarocks/share/lua/5.1/luarocks/path.lua"
Jopt/kong-build-tools

LAESE UG 2AE kong-bin H s F s A4 S

[root@localhost kong-build-tools]# cd ../kong-bin
[root@localhost kong-bin]# 1s
|r'r'nn'llul‘.-'-'i'| .":.r:n'l l':nc"l'- L-'n:'l.n I h'i-'n'|# .

P PRI AR

# export KONG_DIR=/opt/kong-bin

# export OPENSSL_DIR=$KONG_DIR/openssl

# export
PATH=$KONG_DIR/openresty/bin:$KONG_DIR/openresty/nginx/sbin:
$OPENSSL DIR/bin:$KONG_DIR/luarocks/bin:$PATH

R A E R

# openssl version -a

F M7 W EATT T
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# nginx -V

# resty -v

# openresty -V

# luarocks --version

TG LAY LU UL RE, UL g A
[root@localhost kong-bin]# openssl version -a

OpenSSL 1.1.1c 28 May 2019

built on: Sat May 6 ©4:42:39 2023 UTC

platform: linux-aarch64

options: bn{64,64) rc4(char) des(int) idea(int) blowfish(ptr)

compiler: gcc -fPIC -Wa,--noexecstack -Wall -03 -g -DOPENSSL USE NODELETE -DOPENSSL PIC -DOPENSSL CPUID OBJ -DOP
ENSSL BN ASM MONT -DSHA1 ASM -DSHA256 ASM -DSHA512 ASM -DKECCAK1600 ASM -DVPAES ASM -DECP NISTZ256 ASM -DPOLY130
5 ASM -DNDEBUG -DPURIFY

OPENSSLDIR: "/opt/kong-bin/openssl”

ENGINESDIR: "/opt/kong-bin/openssl/lib/engines-1.1"

Seeding source: os-specific

[root@localhost kong-bin]# nginx V

nginx: invalid option: "v*

[root@localhost kong-bin]# nginx -V

nginx version: openresty/1.15.8.1

built by gcc 7.3.0 (GCC)

built with OpenSSL 1.1.1c 28 May 2019

TLS SNI support enabled

configure arguments: --prefix=/opt/kong-bin/openresty/nginx --with-cc-opt='-02 -I/opt/kong-bin/openssl/include’
--add-module=. . /ngx_devel kit-8.3.1rcl --add-module=../echo-nginx-module-8.61 --add-module=../xss-nginx-module-@
.06 --add-module=../ngx coolkit-8.2 --add-module=../set-misc-nginx-module-8.32 --add-module=../form-input-nginx-
module-0.12 --add-module=../encrypted-session-nginx-module-0.08 --add-module=../srcache-nginx-module-0.31 --add-
module=../ngx_lua-0.10.15 --add-module=../ngx_lua_upstream-8.87 --add-module=../headers-more-nginx-module-8.33 -
-add-module=. . /array-var-nginx-module-0.85 --add-module=../memc-nginx-module-0.19 --add-module=../redis2-nginx-m
odule-0.15 --add-module=../redis-nginx-module-0.3.7 --add-module=../rds-json-nginx-module-0.15 --add-module=../r
ds-csv-nginx-module-0.09 --add-module=../ngx_stream lua-0.0.7 --with-ld-opt='-Wl,-rpath,/opt/kong-bin/openresty/
luajit/lib -L/opt/kong-bin/openssl/lib -W1l,-rpath, /opt/kong-bin/openssl/1lib' --with-pcre-jit --with-http_ssl_mod
ule --with-http_realip_module --with-http_stub_status module --with-http_v2 module --with-stream_realip_module -
-with-stream_ssl preread _module --add-module=/opt/kong-build-tools/work/lua-kong-nginx-module --with-pcre=/opt/k
ong-build-tools/work/pcre-8.41 --with-stream --with-stream_ssl module --with-stream ssl_preread module

[root@localhost kong-bin]# resty -V
resty 6.23

nginx version: openresty/1.15.8.1
built by gcc 7.3.8 (GCC)

built with OpenSSL 1.1.1c 28 May 2019
TLS SNI support enabled

configure arguments: --prefix=/opt/kong-bin/openresty/nginx --with-cc-opt='-02 -I/opt/kong-bin/openssl/include’
--add-module=. ./ngx_devel _kit-8.3.1rcl --add-module=../echo-nginx-module-8.61 --add-module=../xss-nginx-module-@
.06 --add-module=../ngx_coolkit-0.2 --add-module=../set-misc-nginx-module-0.32 --add-module=../form-input-nginx-
module-@.12 --add-module=../encrypted-session-nginx-module-0.08 --add-module=../srcache-nginx-module-0.31 --add-
module=../ngx_lua-0.10.15 --add-module=../ngx_lua_upstream-0.07 --add-module=../headers-more-nginx-module-8.33 -
-add-module=../array-var-nginx-module-@.05 --add-module=../memc-nginx-module-0.19 --add-module=../redis2-nginx-m
odule-0.15 --add-module=../redis-nginx-module-8.3.7 --add-module=../rds-json-nginx-module-0.15 --add-module=../r
ds-csv-nginx-module-0.09 --add-module=../ngx_stream lua-0.8.7 --with-ld-opt='-Wl,-rpath, /opt/kong-bin/openresty/
luajit/lib -L/opt/kong-bin/openssl/1lib -W1l,-rpath,/opt/kong-bin/openssl/1ib' --with-pcre-jit --with-http ss1 mod
ule --with-http_realip module --with-http stub status module --with-http_v2 module --with-stream realip module -
-with-stream_ssl_preread module --add-module=/opt/kong-build-tools/work/lua-kong-nginx-module --with-pcre=/opt/k
ong-build-tools/work/pcre-8.41 --with-stream --with-stream ssl module --with-stream ssl preread module
[root@localhost kong-bin]l# openresty -V

nginx version: openresty/1.15.8.1

built by gcc 7.3.8 (GCC)

built with OpenSSL 1.1.1c 28 May 2019

TLS SNI support enabled

configure arguments: --prefix=/opt/kong-bin/openresty/nginx --with-cc-opt='-02 -I/opt/kong-bin/openssl/include’
--add-module=../ngx devel kit-0.3.1rcl --add-module=../echo-nginx-module-0.61 --add-module=../xss-nginx-module-@
.06 --add-module=../ngx coolkit-0.2 --add-module=../set-misc-nginx-module-0.32 --add-module=../form-input-nginx-
module-0.12 --add-module=../encrypted-session-nginx-module-0.08 --add-module=../srcache-nginx-module-0.31 --add-
module=../ngx_lua-0.10.15 --add-module=../ngx_lua_upstream-0.07 --add-module=../headers-more-nginx-module-8.33 -
-add-module=../array-var-nginx-module-0.85 --add-module=../memc-nginx-module-0.19 --add-module=../redis2-nginx-m
odule-0.15 --add-module=../redis-nginx-module-0.3.7 --add-module=../rds-json-nginx-module-8.15 --add-module=../r
ds-csv-nginx-module-0.09 --add-module=../ngx _stream lua-0.8.7 --with-1d-opt='-Wl, -rpath, /opt/kong-bin/openresty/
luajit/lib -L/opt/kong-bin/openssl/lib -Wl,-rpath, /opt/kong-bin/openssl/1ib' --with-pcre-jit --with-http_ssl_mod
ule --with-http_realip_module --with-http_stub status module --with-http_v2 module --with-stream realip module -
-with-stream ssl_preread _module --add-module=/opt/kong-build-tools/work/lua-kong-nginx-module --with-pcre=/opt/k
ong-build-tools/work/pcre-8.41 --with-stream --with-stream ssl module --with-stream ssl preread module
[root@localhost kong-binl# luarocks --version

/opt/kong-bin/luarocks/bin/Lluarocks 3.1.3

LuaRocks main command-line interface

REL kong JE AL

# cd /opt/kong-bin
# git clone https://ghproxy.com/https://github.com/Kong/kong.git

£ M8 W/ £ R


https://ghproxy.com/https:/github.com/Kong/kong.git
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# cd kong
# git checkout tags/1.3.0

SRR
# make install

kong 1.3.0-0 depends on kong-plugin-request-transformer ~> 1.2 (not installed)
Installing https://luarocks.org/kong-plugin-request-transformer-1.2.8-8.src.rock
kong-plugin-request-transformer 1.2.8-0 is now installed in /opt/kong-bin/luarocks (license: Apache 2.0)
kong 1.3.0-0 depends on kong-plugin-session ~> 2.1 (not installed)
Installing https://luarocks.org/kong-plugin-session-2.1.2-1.src.rock
Missing dependencies for kong-plugin-session 2.1.2-1:

lua-resty-session 2.24 (not installed)

kong-plugin-session 2.1.2-1 depends on lua-resty-session 2.24 (not installed)
Installing https://luarocks.org/lua-resty-session-2.24-1.src.rock

lua-resty-session 2.24-1 is now installed in /opt/kong-bin/luarocks (license: BSD)
kong-plugin-session 2.1.2-1 is now installed in /opt/kong-bin/luarocks (license: Apache 2.0)

kong 1.3.0-0 is now installed in /opt/kong-bin/luarocks (license: Apache 2.0)

gre T Al

EEE S
# export PATH=/opt/kong-bin/kong/bin:$PATH
# export

LUA PATH="/opt/kong-bin/luarocks/share/lua/5.1/?.lua;/opt/kong-bin
/kong/?/init.lua;;"

fic & postgresql i
# yum instal postgresql postgresql-server

Bl P postgres

# useradd postgres
# passwd postgres

DI P e A e

# su - postgres
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[postgres@localhost ~]%| initdb -D data/pgsql
ETﬁﬁEEﬁ%WK#%EN@F %MWE?J
EHFtER I ARSEERNEEL.
HEEREBFEREMLIES "zh CN.UTF-8"# TN E .
BINNHEERBEZENNIEEAN "UTFs".
initdb: T A XML ESZHEzh cNUTF-8"H B S ENNETEERESE
HENXNABEZLELESHIZEE T "simple”

BB ERERRLE

2 H % dataspgsql ... EiIf

FEREFER ... K

EEHINZAEEH (max_connections) ... 100
ERHFINEZEPRE A/ (shared buffers) ... 128MB
EREMSEZAFET ...... posix
BIEEEXH ...

FEETEEME ... K

FEHTBEERNGE ... .HY

EFHEINESE ... K

ES:hxthEREES T "trust” JAIE.

{Ro] LB R4 pg hba.conf BEMS{F T &

17 initdb Bf{EF -AS % --auth-locald] - -auth-hostiE I .

Success. You can now start the database server using:

pg ctl -D data/pgsql -1 logfile start

[postgres@localhost ~I$I pg ctl -D data/pgsql -1 logfile startI
FRMBSVBEBRE ... T
REBEBELEM

A T S A T 1 -

postgresql 4] F* kongl

[postgres@localhost ~]$% psql
psql (10.5)
BN "help” REWNEMEE

postgres=# CREATE USER kongl;

CREATE ROLE

postgres=# CREATE DATABASE kong OWNER kongl;
CREATE DATABASE

postgres=# ALTER USER kongl WITH password 'kongl’;

ALTER ROLE
IpustgrES:# \q

Y[l root 7

Bt /etc/kong 43

# mkdir /etc/kong

# cp /opt/kong-bin/kong/kong.conf.default /etc/kong/
# cd /etc/kong

# cp kong.conf.default kong.conf

ek il & S kong.conf, AT

1200w/ 171 T
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database = postgres

pg_host = 127.08.08.1

pg_port = 5432
pg_timeout = 50

pg user = kongl

0e

pg_password =kongl
pg database = kong

Pk R A

[root@localhost kongl#

# Determines which of PostgreSQL or Cassandra

# this node will use as its datastore.

# Accepted values are

#

# Host of the Postgres server.

# Port of the Postgres server.

# Defines the timeout (in ms)
# reading and writing.

# Postgres user.

[root@localhost kongl# pwd
/Jopt/kong-bin/kong

[root@localhost kongl#
[root@localhost kongl#
[root@localhost kongl#
[root@localhost kongl#

Bootstrapping database...

migrating core on database
to:
O3
to:
o
to:
To:

core migrated
core migrated
core migrated
core migrated
core migrated
core migrated

up
up
up
up
up
up

migrating hmac-auth

hmac-auth migrated up to:
hmac-auth migrated up to:
migrating oauth2 on database
oauth2 migrated up to:
cauth2 migrated up to:
oauth2 migrated up to:

# Postgres user's password.
# The database name to connect to.

cd /etc/kong
cp kong.conf.default kong.conf
vim kong.conf

kong migrations bootstrap

'kong’

000 base (executed)
001 _14 to_15 (executed)
002 15 to 1 (executed)

003 100 to
004 110 to_
005 120 to

on database

118 (executed)
120 (executed)
130 (executed)
"kong' .

migrating rate-limiting on " database 'kong" .

rate-limiting
rate-limiting
rate-limiting
rate-limiting
migrating jwt

migrated up to:
migrated up to:
migrated up to:
migrated up to:
on database 'kong’

jwt migrated up to:
jwt migrated up to:
migrating key-auth on database 'kong'

key-auth migrated up to:
key-auth migrated up to:

000 base jwt (executed)
001 14 to 15 (executed)

migrating session on database 'kong’

session migrated up to:

000 base session (executed)

migrating acl on database 'kong'...
acl migrated up to:
acl migrated up to:
migrating basic-auth on database 'kong’

basic-auth migrated up to:
basic-auth migrated up to:
migrating response-ratelimiting on database 'kong'’
response-ratelimiting migrated up to:
response-ratelimiting migrated up to:
response-ratelimiting migrated up to:

000 base acl (executed)
001 14 to 15 (executed)

27 migrations processed

27 executed

Database is up-to-date

Ja 3l kong

% 121 W/ FE A7

‘postgres’
"cassandra , and “off’

Ep Eung.cnnf.default /etc/kong/

000 base hmac auth (executed)
001 14 tu 15 [executed}
knng
000_hase_oauth2 (executed)
001 14 to 15 (executed)
002_15 to 10 (executed)

Gﬂo_base_rate_llmiting (executed)
001_14 to_ 15 (executed)
002 15 to 10 (executed)
003 10 to 112 (executed)

000 base key auth (executed)
001 14 to 15 (executed)

000 base basic auth (executed)
001 14 to 15 (executed)

il

for connecting,

000 base response rate limiting (executed)
801 14 to 15 (executed)
002_15 to 10 (executed)
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LINSOFT CORPORATIO! Zs

# kong start

[rnot@la(alhuét kong]# kong start
prefix directory /usr/local/kong not found, trying to create it
2023/05/06 13:42:56 [warn] ulimit is currently set to "1024". For better performance set it to at least "4096" using "ulimit -n"

LM A localhost: 8001

& c @ D localhost - & o n O & —

%1k kong

[root@localhost kongl# kong stop
Kong stopped

3.5.20 fii%% sysak-1.3.0
3.5.20.1 FRZikA
W RS ARREE R 2% 4% V10 (SP1)
i AR . X86
FAt A s 8 TS %
3.5.20.2 REHFE

EFIE

SysAK ( System Analyse Kit) &gt X &2geiz4E SIG, @it
AT RS wis e L S T g g, Mt — 2 Rgis g T HEE,

12 W £ W



Kunsorr »E ; _— . , A [ 1
Bmns D IABAS A 5% BRI IO =1 IR 55 s R AR G R L T

AT SRR H IR . & ERBUS R R Sl e 52 55 1 Wiz 4E Y5t
R

# git clone -b v1.3.0 https://gitee.com/anolis/sysak.qgit
LKA

# yum install elfutils-devel perf llvm

BRI sp2 R, Z2EEA clang, spl B clang AL, 249

PR
# vim /etc/yum.repos.d/kylin_x86_64.repo

# yum install clang
LRI ] spl AR
B

# vim
/root/sysak/source/tools/detect/mem/podmem/memcache/Makefile

B 3 11, Mg-static-libstdc++2%%

1 target = memcache
2 LIBS += libbpf.a -lelf -1z

4 LDFLAGS += -Walllj-L./ $(LIBS)
5 mods := memread.o memcg.o offset.o
6 include $(SRC)/mk/cc.mk

# vim /root/sysak/rpm/sysak-build-nodep.sh
BEE 86 17, MBk--enable-static 4%

79 main{) {

dort LINUX V

TARGET_LIST="--enable-target-all

build_rpm

92 main $1 $2

%123 W/ A1 |


https://gitee.com/anolis/sysak.git
https://gitee.com/anolis/sysak.git
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2z AKD)

# cd /root/sysak/rpm
# ./sysak-build-nodep.sh 1.3.0 1

JA ST ZE, BAS (1.3.0) FEHA (1) , FidEse
PrRIFESRRAE L

S 5E AL T /root/sysak/rpm/RPMS/x86 64/ H s

calhost x86 64]# 1s

0-1.kyl0.x86 64.rpm

LA
# rpm -ivh sysak-1.3.0-1.ky10.x86_64.rpm

# systemctl start sysak.service
# systemctl status sysak.service

[root@localhost ~]# systemctl status sysak.service
@ sys rvice - SysAK monitor service
Lo loaded (/usr/lib/systemd/system/sysak.service; disabled; vendor preset: disabled)
Active: active (running) since Wed 2023-02-01 11:04:29 CST; 9s ago
Main PID: 12597 (sysak)
Tasks: 10
Memory: 18.6M
CGroup: /system.slice/sysak.service
12597 /usr/bin/sysak mservice -S &
12598 sh -c export SYSAK_WORK_PATH=/usr/local/sysak/.sysak components;/usr/local/sysak/.sysak_components/tools/mservice "-S" "&"

12600 /usr/local/sysak/.sysak_components/tools/mservice -S &
2616 sysak rungslower -S sysak mservice jitter shm 40

17 sysak irgoff -S sysak mservice jitter shm 10
12618 sysak nosched -5 sysak mservice jitter shm -t 10

2H 011 2 oc ost.localdomain systemd[1]: Started SysAK monitor service.
[root@lo

3.5.21 ffi%% vernemq-1.11.0
3.5.21.1 Z4kAE
wmHRG: BRI = 2RS4 V10 (SP3)

15 FHAEH . X86
HABRRAS SR T 2%

3.5.21.2 fERFRE
TRAS AR

# git
clone https://ghproxy.com/https://github.com/vernemq/vernemaq.git

DIHRRA
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# cd vernemaq/
# git checkout tags/1.11.0

Gt P IR

LM
# yum install erlang snappy-devel

Hrerlang AT E>=21.2
Bt '® github fCEE, T5IJCEfr B4

#vim .gitconfig MW THE
[url "https://ghproxy.com/https://github.com"]
insteadOf = https://github.com

[url "https://ghproxy.com/https://github.com"]
insteadOf = git://github.com

i

# cd vernemq
# make rel

LHESERUE B SRR B42
# [opt/vernemq/_build/default/rel/vernemq

[root@localhost vernemql]l# 1s

LR

=k
# cd /opt/vernemq/_build/default/rel/vernemq
# ./bin/vernemq start

[root@localhost vernemgl# ./bin/vernemg start
T

111! WARNING: ulimit -n is 1824; 65536 is the recommended minimum.

vmg_cluster_node sup
WM it status
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i) http://localhost:8888/status

VerneMQ Status - Mazilla Firefox
neME) Staty W |4
« @ © [ localhost ws B o O
VvV vernew i g . ol
Issues
Moo Mesungpe

WermeMOEN 7001 g Cluaksd cofrrmufscalnn it using = 0.000.0 inlerisce

Cluster Overview
Clusior Sire ~ Clionls online  Clionis offine  Conneo! Rale  Publish in Rate  Publish Owl Rate  Misg Drop Rale  Msg Guewo
(1] (] 1 o g 0 a

L ¥

Hode Status
Made Clierts Connect Fate Publish In Rate Pubilish Oul Rate Misg Drop Rake Misg Queued Suibvn

mmﬂ'?ﬂﬁtm
e

51k
# ./bin/vernemq stop

[rﬂat@lucalﬁost Eerhemq]# ./bin/vernemq stop

ok

=INFO REPORT==== 9-May-2023::16:23:35.113755 ===
Administrative stop

3.5.22 mfi%% emqx-4.4.0
3.5.22.1 ZA&4MA
EHARG: SIS A RS 7% V10 (SP1)

B2 X86. AARCH64
HABRRAS i Al 2%
3.5.22.2 fMBHEHFR

TRA R

# git clone https://github.com/emqgx/emqgx.git
# cd emqgx/
# git checkout v4.4.0

1206 W/ E 1M T
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i PR
IR A V10-SP1-0518-aarch64 il

HHEMHR erlang A

# vim scripts/fail-on-old-otp-version.escript

#l/usr/bin/env escript

nain( ) -=>

OtpRelea to_integer(erlang:system info(otp release)),
case Ot 21 of
true
io:format(standard error, ”ERRGR:]Erlang/OTP version ~p found. required_min=21, recommendeszS«n"[ [0tpRelease]),
halt(1);
false ->

ok

2t erlang AR AR 21, #HY 23
BEANMEE T 23 BUAR i)
ik erlang-23 44

il openEuler 11 src.rpm 415471

https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Pack
ages/erlang-23.3.4.9-1.0e2203sp2.src.rpm

PR C R %% erlang

fid & github Jins#

# git config --global
url."https://ghproxy.com/https://github.com".instead Of
“https://github.com"

Rt (O T 4em 3o )

# vim scripts/ensure-rebar3.sh

5 VERSION="3.14.3-emgx-8"

7 # ensure dir
8 cd -P -- "$(dirname -- "${BASH_SOURCE[@]}")/.."
)

q
Lcj DOWNLOAD URL='https://ghproxy. cowttps ://ghproxy.com/https://github.com/emqx/rebar3/releases/download’
11

12 downtoad(] 1

13 echo "downloading rebar3 ${VERSION}"

14 curl -f -L "${DOWNLOAD URL}/${VERSION}/rebar3" -o ./rebar3

15

16 :

17 version gte() {

18 test "$(printf *%s\n® "$1" "$2" | sort -¥ | head -n 1)" = "$2"
19 %

20

#vim scripts/get-dashboard.sh


https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Packages/erlang-23.3.4.9-1.oe2203sp2.src.rpm
https://repo.openeuler.org/openEuler-22.03-LTS-SP2/source/Packages/erlang-23.3.4.9-1.oe2203sp2.src.rpm
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8 RELEASE ASSET FILE="emqx-dashboard.zip"

2]

10 if [ -f 'EMQX_ENTERPRISE' ]; then

11 VERSION="${EMQX_EE_DASHBOARD VERSION}"

12 DASHBOARD PATH='1lib-ee/emqx_dashboard/priv'

i3 DASHBOARD REPO='emqx_dashboard_web'

14 DIRECT DOWNLOAD URL:E'https://q_l_l_proxy.com/https://github.com/equ/k{DASHBOARD REPO}/releases/download/${VERSION}/${RELEASE ASSET
FILE}"

15 else

16 VERSION="${EMQX CE_DASHBOARD VERSION}"

17 DASHBOARD PATH='1lib-ce/emgx_dashboard/priv'

18 DASHBOARD REPO='emqgx- pard-frontend’

19 DIRECT DOWNLOAD URL= i; : E L/ghproxy, com/h s://github,. com/e; Imiﬁ{DASHBOARD_ REPO}/releases/download/${VERSION}/${RELEASE ASSET
FILE}"

20 fi

21

ik
make

HESE B SCHEIT T 4% _build/emagx/rel/emgx

[rnnt@luéalﬁust equj# 1s

|bin data erts-11.2.2.8 etc 1ib 1log releases
HRERIE
Ja 8l

# build/emqgx/rel/emqgx/bin/femqgx start
HEHERS

# build/emqgx/rel/emqgx/binfemqgx _ctl status

[root@localhost emqgx]# build/emgx/rel/emgx/bin/emgx start

EMQ X Broker 4.4.80 is started successfully!

[root@localhost emqgx]# build/emqgx/rel/emgx/bin/emgx ctl status
Node ‘'emqx@l27.0.0.1' 1;ﬁ.0 is started

i A

Jjla) http://localhost:18083


http://localhost:18083/

JGumsorr b 2NE] N e oL N R N N
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pashboard - Mozilla Firefox B4

# build/emqgx/rel/emqgx/bin/femqgx stop

[rnot@lnéaihn5t emgx]# build/emgx/rel/emgx/bin/emqx stop
ok
r [ | T " T an -

3.5.23 nfi%%k fastjson-1.2.79
3.5.23.1 ZA4kAE
GRS RISk 4% V10 (SP1)

L]
i 2 . X86. AARCHG64
HA A B 2B AT i =75

3.5.23.2 MR HFR
TEAS AREL

fastjson J& BT H L LAY TR JSON fdfr i, & nl LA#AT JSON % =X “F4F
H, SRk Java Bean RSN JSON F45 s, i rf LI JSON F45 £ [ 4]
1k.3 JavaBean,

fastjson M5 .
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PR

fastjson FHXHAh JSON FERFERZ, M 2011 4 fastjson &4 1.1.x
WA Z )5, HAEREMARBCHAD Java SEBLR) JSON JE B

Iz

fastjson 7ET B KHBLEH,, B80T &Ik LE8E, fastjson 7E)k

PRz . A8 2012 ARgOTIR AP E PR A Bz vl i - TR Z —

# git clone https://gitee.com/mirrors/fastjson.git
# cd fastjson/
# git checkout 1.2.79

BT

LA
# yum install java-1.8.0-openjdk-devel

fil'® maven

V10-SP1 i T RS A A maven, FREWUNT R T4, SAEHCE PR

BiAr

il

http://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/ap

ache-maven-3.6.3-bin.tar.gz

V10-SP2&V10-SP3 Al LI EH A yum %% maven 3
BB SC: (R aarch64 F5%E, x86 64 AFE) , A jar

AP x86 MRS

# vim pom.xml
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666 </executions>
667 </plugin=
668 =</plugins=>
669 </build>
w70 =/profile=
671
672 </profiles=
73 <repositories=
74 <repository=
b7 5 <id=kunpengmaven</id=
b76 =<name=kunpeng maven</name:=
77 <url=https://mirrors.huaweicloud. com/kunpeng/maven</url=
78 </repository=
h79 </repositoriesp

680 </project=

G T T
A R LAY Jar 4

# mvn clean package -Dmaven.test.skip=true
SRIGHE T jar BL1E target SCfferh

[rout@localhost target]# 1s

asses |fastjson-1.2.79.jar fastjson-1.2.79-sources. ]arl en-archiver maven-status
[rnot@lo

HAR R A M

# mvn clean install -Dmaven.test.skip=true

[root@localhost 1.2.79]# find / -name fastjson-1.2.79.jar
/root/.m2/repository/com/alibaba/fastjson/1.2.79/fastjson-1.2.79.jar
/root/fastjson/target/fastjson-1.2.79.jar

[root@localhost 1.2.79]# pwd

/root/.m2/repository/com/alibaba/fastjson/1.2.79

[root@localhost 1.2.79]# 1s

fastjson-1.2.79.jar Tastjson-1.2.79.pom fastjson-1.2.79-sources.jar _remote.repositories

gre T Al

U jar A2 RIAM FE . (BIAFEARH~/.m2/repository T )

# mvn install:install-file
-Dfile=/root/fastjson/target/fastjson-1.2.79.jar
-Dgroupld=com.alibaba -Dartifactld=fastjson -Dversion=1.2.79
-Dpackaging=jar

-Dfile T2 M #812
-Dgroupld “ZZ:7EMES group Al
-Dartifactld 23/ MAT0 H T i
-Dversion jar fufi4

-Dpackageing &L

FAN T/ EATT T
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[root@localhost target]# mvn install:install-file -Dfile=/root/fastjson/target/fastjson-1.2.79.jar -DgroupId=com.alibaba -Dartifact
Id=fastjson -Dversion=1.2.79 -Dpackaging=jar

[

1 Scanning for projects...

FOJ] mmmmmmmmmccmeeeean < org.apache.maven:standalone-pom >=---ececcecmcaaaana
0] Building Maven Stub Project (No POM) 1
FOJ] mmmmmmmmmmm e e [ pom J---ommmmmm e
1
FO] --- maven-install ugin:2.4:install-file (default-cli) @ standalone-pom ---

FO0] Installing /root/fast]son/target/fast]sun 1.2.79.jar to /root/.m2/repository/com/alibaba/fastjson/1.2.79/fastjson-1.2.79.jar
UFO] Installing /tmp/mvninstall4127740316644413478.pom to /root/.m2/repository/com/alibaba/fastjson/1.2.79/fastjson-1.2.79.pom

UFO] Total time: 0.520 s
0] Finished at: 2023-09-01T16:13:08+08:00

4*@%17(@? WH, PRSEWE
https://github.com/alibaba/fastjson/wiki/Quick-Start-CN

3.5.24 %% FATE-1.9.0
3.5.24.1 Z%E4

WHARS: RIS = RS 4% V10 (SP1)
6 H2EK) . AARCH64

FAMRRAS A I 2%

3.5.24.2 R

T github ok IEH ViRl niE, {#H gitee [FAA010HS

# git clone https://gitee.com/mirrors/FATE.qgit
# cd FATE
# git checkout tags/v1.9.0
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=

v19.0~-  FATE! .gitmodules [

.gitmodules 328 Bytes
mgqga34 1255 T 57 B g1 . update submodule of fate-v1.9.0

[submodule "fateboard"]
path = fateboard
url = https://github.com/FederatedAl/FATE-Board.git
branch = v1.9.0
[submodule "eggroll™]
path = eggroll
url = https://github.com/WeBankFinTech/eggroll.git
branch = v2.4.5
[submodule "Tateflow"]
path = fateflow
url = https://github.com/FederatedAl/FATE-Flow.git

branch = v1.9.8
R =
H11 gitee K5, [RI20 L 3 A8, 48 LS4 github.com ()

RGBS A O gitee K-S b [R] 25 ¥ Hbhk

# git submodule sync
# git submodule update --init --recursive

[root@localhost FATE]# git submodule update --init --recursive

Fi#E4 'eggroll' (https://gitee.com/sun-zhigang/eggroll.git) B3 8 'eggroll' I M

F 50 'fateboard' (https://gitee.com/sun-zhigang/FATE-Board.git) B % 818 'fateboard' T8
Z4iE 4 'fateflow' (https://gitee.com/sun-zhigang/FATE-Flow.git) EW B & 'fateflow' FH#
E#%3 '/root/FATE/eggroll’ ...

Username for 'https://gitee.com': 13986280463

Password for 'https://13986280463@gitee.com':

IEREE '/root/FATE/fateboard'...

Username for 'https://gitee.com': 13986280463

Password for 'https://13986280463@gitee.com':

EREH '/root/FATE/Tateflow' ...

Username for 'https://gitee.com': 13986280463

Password for 'https://13986280463@gitee.com':

FEHAKIE 'eggroll': ¥ H '7bflabba6221cal3dsc071827dfa25b2d73362e6"

FiEHAKE 'fateboard': K 'c199bc311315d472a289fcb81adf2328e8233ef0"

FiEABE 'fateflow': ¥ '3afbc3e5d335ac96634eadfc493c4c697echbfcly!

A 3 AL T3 R AR L B (1 I

IRIG TR IS AT 44y FATE-1.9.0-with-submodules-src.tar.gz
iR
I python itk

FRIBUE W e 1) BT 22 2B 2
https://webank-ai-1251170195.cos.ap-guangzhou.myqcloud.co
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JGumsorr b 2NE] N e o N R N N
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m/fate/1.9.0/release/standalone_fate install 1.9.0 release.tar.gz

it R L SCF, 7F standalone_fate install 1.9.0 release/env/pypi H
s N AT DVE R 2 python BEE G 4 FRFRAS o

JLRXLERIAE kylin RGE LRk, oo i 725 st A S e piAs
FIRZFEUE

fate-1.9.0-python-list.et

fitr i) python B B Hi 5 44 0 whi-for-fate-1.9.0

BRLIAR

AR

RS 4 FATE-1.9.0-with-submodules-src.tar.gz #1 python #idtfy
whi-for-fate-1.9.0 kx5 £

fi# & FATE-1.9.0-with-submodules-src.tar.gz
# tar -zxf FATE-1.9.0-with-submodules-src.tar.gz

VB AR P PR A (R, A DR O 2B A R AR A (S 21 T i

LA, ATTITRT S 2ih, QB SECE BT 1, TR R E)

# cd FATE

# export FATE_PROJECT _BASE=$PWD

# export version="grep "FATE=" ${FATE_PROJECT BASE}/fate.env
awk -F "=""{print $2}"

[root@localhost FATE]# echo %$version
1.9.0
[root@localhost FATE]#

TR A PR A AY

A 8080, 9360, 9380 v & A4 H

# netstat -apln| grep 8080
# netstat -apln| grep 9360
# netstat -apln| grep 9380
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2245 python Rk
HH RS AWK python3.7.9

2245 python Rk
# yum install python3-devel python3 python3-pip python3-wheel

iy FATE Bt & MR
# cd whl-for-fate-1.9.0
# pip3 install pip-23.0-py3-none-any.whi

virtualenv-20.16.2-py2.py3-none-any.whl
distlib-0.3.6-py2.py3-none-any.whl filelock-3.3.1-py3-none-any.whl
importlib_metadata-4.12.0-py3-none-any.whl
platformdirs-2.5.2-py3-none-any.whi
Six-1.16.0-py2.py3-none-any.whl Zipp-3.8.1-py3-none-any.whl
typing_extensions-4.3.0-py3-none-any.whl

B R PAEE AR H 5%

# mkdir /opt/virtualenv-python

# cd /opt/virtualenv-python

# python3 -m venv fate-test-for-kylin

# export
FATE_VENV_BASE=/opt/virtualenv-python/fate-test-for-kylin

# source ${FATE_VENV_BASE}/bin/activate

_root@localhost opt]# mkdir /opt/virtualenv-python

‘root@localhost optl# cd fopt/virtualenv-python/

_root@localhost virtualenv-python]# python3 -m venv fate-test-for-kylin
‘root@localhost virtualenv-pythonl# 1s

‘root@localhost virtualenv-python]# export FATE VENV BASE=/opt/virtualenv-python/fate-test-for-kylin
‘root@localhost virtualenv-python]# source ${FATE_VENV_BASE}/bin/activate
fate-test-for-kylin) [root@localhost virtualenv-pythonl# [

PS . H v virtualenv-python & jik & & #1 2 5 19 R H ¢,
fate-test-for-kylin b 21 FREE 4 FR

2% FATE JIrds 221 python {2
# cd ${FATE_PROJECT_BASE}
# bash bin/install os dependencies.sh
(fate-test-for-kylin) [root@localhost FATE]# bash bin/install_os_dependencies.sh

Kylin Linux Advanced Server
Not support this system.

&2k bin/install_os_dependencies.sh

%13 W/ £ 171 |
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#system=$({sed -e '/"/s/"//qg' /etc/os-release | awk -F= '/"NAME/{print $2}') b
ystem="Cent0S Linux"]
ECN0 HlsysLemr
function ln lib() {
local lib name=%1
echo "[INFO] deal $lib name lib"
so_name="1ib%1ib name.so"
cd /usr/1ib/x86_64-1inux-gnu
if [ ! -T $so_ name ] & [ ! -L $so name ]; then
so file=$(1ldd /fusr/bin/openssl | grep $so name | awk '{print $1}')
if [[ -n $so file ]]; then
$command ln -s $so file $so name
echo "[INFD] 1n $so file"
else
echo "[INFO] can not found openssl $so_name"
#%command apt-get install -y libssl11.8.0 || echo ""
fi:
i
}
.. -
N — . . .
X $UT bash bin/install_os_dependencies.sh
(fate-test-for-kylin) [root@localhost FATE]# bash bin/install os dependencies.sh |

Cent0S Linux

Cent0S System

Last metadata expiration check: 0:30:04 ago on 2023F 02H 07H EH = 0981 3757 148 .

Package gcc-7.3.0-20190804.h30.kyl0.aarch64 is already installed.

Package gcc-c++-7.3.0-20190804.h30.kyl0.aarch64 is already installed.
= 4 is already installed.

o match for argument. supervisor

Package libailo-©.3.111-5.p®3.kyle.aarch64 is already installed.

Package autoconf-2.69-30.kyle.noarch is already installed.

Package automake-1.16.1-6.kyl@.noarch is already installed.

Package libtool-2.4.6-32.kyl@.aarch64 is already installed.

Package libffi-devel-3.3-7.kyle.aarch64 is already installed.

Package snappy-1.1.7-10.kyl0.aarch64 is already installed.

Package zlib-1.2.11-17.1.kyl0.aarch64 is already installed.

Package zlib-devel-1.2.11-17.1.kyl0.aarch64 is already installed.

Package bzip2-1.8.8-3.kyle.aarch64 is already installed.

Package bzip2-devel-1.0.8-3.kyle.aarch64 is already installed.

Package lsof-4.93.2-3.kyl@.aarch64 is already installed.

Error: Unable to find a match: supervisor

AN

2 LA O£
python3-meld3-1.0.2-8.ky10.noarch.rpm
supervisor-4.0.4-3.ky10.noarch.rpm

AR EAL -

http://172.30.12.238/kojifiles/packages/supervisor/4.0.4/3.ky10/
noarch/supervisor-4.0.4-3.kyl0.noarch.rpm

http://172.30.12.238/kojifiles/packages/python-meld3/1.0.2/8.ky
10/noarch/python3-meld3-1.0.2-8.ky10.noarch.rpm

22 SEARHAL S5 R34 T bash bin/install_os_dependencies.sh

# source ${FATE_VENV_BASE}/bin/activate
# pip3 install /opt/whl-for-fate-1.9.0/pip-23.0-py3-none-any.whl
# pip install /opt/whl-for-fate-1.9.0/*.whl
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Kunsorr »E ; _— . , A [ 1
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fic % FATE

%l bin/init_env.sh PREEAS R SCF:

# cd ${FATE_PROJECT_BASE}

# sed -i.bak
"S#PYTHONPATH=*#PYTHONPATH=$PWD/python:$PWD/fateflow/p
ython#g" bin/init_env.sh

# sed -i.bak "s#venv=*#venv=${FATE_VENV_BASE}#g"
bin/init_env.sh

Ki#r conf/service_conf.yaml 4 Jm e & S Ho Aol a5 | 4 il ok

HUR, # default_engines W RUNF, M AEAHLIRT

T T T

default engines:
computing: standalone
federation: standalone
storage: standalone

J5 ) fate flow server

# cd ${FATE_PROJECT BASE}
# source bin/init_env.sh

# cd fateflow

# bash bin/service.sh status
# bash bin/service.sh start

check process by http port and grpc port

check process by http port and grpc port

service start sucessfully. pid: 7967e

check process by http port and grpc port

status:root 79670 106 0.7 1496192 116672 pts/0 Sl+ 18:24 0:07 python /opt/FATE/fateflow/python/fate flow/fate flow serve
python 79670 root 10u IPv4 131624 0t® TCP localhost:boxp (LISTEN)

python 79670 root 12u IPv4 131624 0t0 TCP localhost:boxp (LISTEN)

python 79670 root 9u IPv6 131623 ote TEP localhost:9360 (LISTEN)

4L fate client

# cd ${FATE_PROJECT BASE}
# source bin/init_env.sh

# cd python/fate_client/

# python setup.py install

WA 1k fate flow client

#cd../.
# flow init -c conf/service_conf.yaml

=
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Tfate-test-for-kylin) [root@localhost fate clientl# cd .

o

\fate-test-for-kylin) [root@localhost FATE]# flow init -c conf/service conf.yaml

"retcode":
"retmsg":

9,

Toy i

# flow test toy -gid 10000 -hid 10000

(fate-test-for-kylin) [root@localhost FATE]# flow test toy -gid 10000 -hid 10000
toy test job 202302071029312152160 is waiting
toy test job 202302071029312152160 is waiting
toy test job 202302071029312152160 is running
toy test job 202362071029312152160 is running
toy test job 202302071029312152160 is running
toy test job 202302071029312152160 is running
toy test job 202302071029312152160 is running
toy test job 202302071029312152160 is running
toy test job 202302071029312152160 is running
toy test job 202302071029312152160 is success

"Fate Flow CLI has been initialized successfully."

[INFO] [2023-02-07 10:29:37,830] [202302071029312152160] [80067:281466269097760] - [secure add guest.run] [line:96]: begin to init parameters of secure add example guest
[INFO] [2023-02-07 10:29:37,831] [202302071029312152160] [80067:281466269097760] - [secure add guest.run] [line:100]: begin to make guest data

[INFO] [2023-02-07 10:29:37,853] [202302071029312152160] [80067:281466269097760] - [secure add_guest.run] [line:103]: split data into two random parts

[INFO] [2023-02-07 10:29:37,962] [202302071029312152160] [80067:281466269097760] - [secure add guest.run] [line:1@6]: share one random part data to host

[INFO] [2023-02-87 10:29:38,014] [202302071029312152160] [80067:281466269097760] - [secure add guest.run] [line:1@9]: get share of one random part data from host

[INFO] [2023-02-07 10:29:38,121] [202302071029312152160] [88067:281466269097760] - [secure add guest.run] [line:112]: begin to get sum of guest and host

[INFO] [2623-02-07 10:29:38,143] [202302071629312152160] [80067:281466269097760] - [secure add guest.run] [line:115]: receive host sum from guest

[INFO] [2023-02-07 10:29:38,151] [202302071029312152160] [80067:281466269097760] - [secure add guest.run] [line:122]:[success to calculate secure sum, it is 2000.9

LUSTRIIERY

# cd ${FATE_PROJECT BASE}
# bash ./python/federatedml/test/run_test.sh

try to save session record for manager 55bb6ff4-a690-1led-a360-5254005557c4, computing STANDALONE test_sample_weight_559d4560-a690-1led-a360-5254005557c4
save session record for manager 55bb6ff4-a690-1led-a3660-5254605557c4, computing STANDALONE test sample weight 559d4560-a696-1led-a360-5254005557c4 successfully

Ran 4 tests in 1.486s

TS 223 fateboard

S

=

% n T :

https://gitee.com/sun-zhigang/FATE-Board/blob/v1.9.0/deploy/FATE-
Board deploy _guide CN.md

FREOEACE maven

#
wget https://archive.apache.org/dist/maven/maven-3/3.6.3/binaries/
apache-maven-3.6.3-bin.tar.gz --no-check-certificate

it apache-maven-3.6.3-bin.tar.gz jit &£ /opt HX T
# tar -zxf apache-maven-3.6.3-bin.tar.gz
vim Jetc/profile #ANUNTF K%

# export MAVEN_HOME=/opt/apache-maven-3.6.3
# export PATH=$MAVEN _HOME/bin:$PATH

RO A
# source /etc/profile

$RHX fateboard Y554
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# git clone https://github.com/FederatedAl/FATE-Board.git
# cd FATE-Board
# git checkout tags/v1.9.0

Iz NE)

# cd FATE-Board
# yum install java-1.8.0-openjdk-devel
# mvn clean package -DskipTests

ik 5E lJn 1 FATE-Board 3Cf3k copy 2| FATE U T

# 4 FATE #1 FATE-Board

# cd ${FATE_PROJECT BASE}
# vim fateboard/bin/service.sh

BT

basepath=%( ‘
cd $(dirname %0)
pwd
)
configpath=%$(
# : I i
cd $basepath/..
pwd
)
fatepath=%(
#cd $basepath/..
| cd sbasepath/../.. |
pwd
)

if test -f "${fatepath}/bin/init_env.sh";then
source ${fatepath}/bin/init_env.sh
echo "JAVA HOME=$JAVA HOME"

else
echo "file not found:${fatepath}/bin/init env.sh”
exit

fi

gmodule=fateboard
Fodu1e=fateboardfl.9.0 l

getpid() {

pid=$(ps -ef | grep java | grep fateboard-1.9.8.jar | grep -v grep | awk '{print $2}')

if [[ -n ${pid} 1]1; then
return 1

ssh_config_ file=sbasepath/ssh/ -Xmx2048m -Xns2048m -XX:+PrintGCDetails -XX:+PrintGCDatestamps -Xloggc:gc.log -XX:+Heap

Bath/FATE-Board/src/main/Tesources/ -Xix2048m -Xins2048m 300 +PTINTGCDETal T XX

/ssh/ -Xnx2048m -Xms2048m -XX:+PrintGCDetails -XX:+PrintGCDateStamps -Xloggc:gc.log -XX:+Hea

7src/main/resour cli/application. properties Dssh config 71le-sratepath/FATE-Board/src/main/resources/ —Xix2048m -Xns2048m -XX:+PTintGCDetal T X
Error -jar $fatepath/FATE-Board/target/${module}.jar >/dev/null 2>61 &

PRI java fgte:  (JRASATREA—#F, (H2ITE—FF)
# yum install java-1.8.0-openjdk-devel
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(fate-test-for-kylin) [root@localhest FATE]# which java

YYusr/bin/java

(fate-test-for-kylin) [root@localhost FATE]# 11 /usr/hln/]ava

Trwxrwxrwx 1 root root 22 58 16 2022

(fate-test-for-kylin) [root@localhost FATE]# 11 /etc/alternatlvs java

Lrwxruxrwx 1 root root 76 58 16 2022 47 |

# cd ${FATE_ PROJECT BASE}
# vim bin/init_env.sh

#hn java A

wenv=/opt/viriualenv-python/fate-fest-for-kylin

Export JAVA HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.6.242.b88-1.h5.kyl0. aarchﬁl_]
EXPOTL PRINSGPATH CSJAVA AUmME; DI

source 3{venv}/b1n/actlvate

J& 3l fateboard

# cd fateboard/bin
# bash service.sh status

(fate-test-for-kylin) [root@localhost bin]# [EEIEISIR R TS Rl
JAVA HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.242.b08-1.h5.kyl0.aarch64
service not running

-
(t phy ot scaLpos b tn £
JAVA MoME / /1 2ve IV e ohen Uk oo 262, boboihs. kylu rched
Ay, pid: 86768

oot

e ioezos: (204 2 21 cavense sgeotint=/0] L 13oL 19,00 sty L/ Iy Teve 1 210;open il 116, 67242, b8 s bydeseschoy/bIndiie s ent 1. Location/opt/FATE/fatehoard)sic/os es/
popic ssh_config_file=/opt/FATE/FATE-Board/src/main/resources/ -Xm M2646m Xne2046m XX:+PFintGCDetatls XX:ibrintaCDatestanpe. -Xlogac-oc.iog X +Hen pD moOnOutOfenoryErTar 3ar 7o pt/FATE/FATE
2 d/t gt/ftb a;ga]

1jiln] fateboard

FIFFMTL, % AHihl: http://ip:8080,H: 7 ip 2 127.0.0.1 SiA KL [H]

ik s fih ) b2 admin , i

d

FATE-Board/src/main/resources/application.properties SC{4-Fr &
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FATE Board - Mozilla Firefox |
srikns x X |+

« C e D 12700 - @ 0 I o
FATEBoard

L] i W ot

D Rolke Party ID Partner Start Time

X fateboard

# bash service.sh stop

(fate-test-for-kylin) [root@localhost binls EETIERTTEIETIERTR
AV sr/lib/jvm/java-1.8.0-openjdk-1.8.8.242.b08-1.h5. ky10.aarchéd

86788 15.1 4.9 7983296 754688 pts/p Sl 13:51 ©:36 /usr/lib/jwm/java-1.8.0-openjdk-1.8.8.242.b08-1.h5 kylo aarchea/bin/java -Dspring.config.location=/opt/FATE/fateboard/sre/main/resources/
- fig fi -Board/src / -Xmx2048m -Xms2048m -XX:ePrintGCDetails -XX:+Print X1 Tog - ryError -jar /opt/FATE/FATE-

application.properties -Dssh_con
[Boardy target/tateboard-1.9.67 jar
killed

3.5.25 &% tars-2.4.12
3.5.25.1 ZESA

WHIARSGE: BB UK 55 4% V10 (SP2)
it FHAEH . AARCH64
HA A S n %

3.5.25.2 fERIE

# git clone -b
v2.4.12 https://github.com/TarsCloud/TarsFramework.git --recursive

SR

1. 223K

# yum install glibc-devel gcc gcc-c++ bison flex cmake which psmisc
ncurses-devel zlib-devel psmisc telnet net-tools wget unzip mariadb

¥4 T EATT T
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npm
2. AAY H St AT i %

# cd TarsFramework

# mkdir build && cd build
# cmake ..

# make && make install

PPEsE UG 2 1E/usr/local FA:pL tars HE

Lroot@172-18-1-245 cpp l# pwd
/usr/local/tars/cpp
[root@172-18-1-245 cppl# s

[root@172-18-1-245 cppl# i

gre T Al

1.7 % mariadb Hd

#systemctl start mariadb
#mysql -uroot -p // 1 B %5

BE mysql &Y

MariaDB [(none)] > ALTER USER 'root'@'localhost' IDENTIFIED BY
'123123";

2. F# TarsWeb 565, 3+ 44 %= /usr/local/tars/cpp/deploy H3# T, #

M H %444 web

#cd /usr/local/tars/cpp/deploy
#qit clone -b v2.4.12 https://github.com/TarsCloud/TarsWeb.git
#mv TarsWeb web

3. 4% TarsWeb

#cd web
#npm install
#npm install pm2 -g

4 % tars

# .Jtars-install.sh 127.0.0.1 123123 127.0.0.1 tars2015 enp3s0 root
3306 false false

ZRONLEBNA G0 - B b, B e ssnty, 4245 tars Mk, W-K44,
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5./ Biij ip:3000

Ep/EEN e el
B - R L=y AR
[ = ]
R
TARS DCache -;" -

3.5.26 fi%% greenplum-6.20.0
3.5.26.1 ZRZZA

WEHARS: RS RS 4% V10 (SP3)
G A2 . AARCH64

HABRRAS SR T S %

=
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3.5.26.2 MRHBHE
1. IRRSAREX
http://github.com/greenplum-db/gpdb/releases/download/6.20.0
/6.20.0-src-full.tar.gz
2. iR

fifk s

# tar -zxf 6.20.0-src-full.tar.gz
# cd gpdb_src

#*%F README.md 3¢

T xerces 3.1 1 gp-xerces

ORCA requires xerces 3.1 or gp-xerces. For the most up-to-date way of
building gp-xerces, see the README at the following repository:

https://github. comsgreenplum-db/gp-xerces

HAMEH xerces3.1

DA AR UL

http://vault.centos.org/7.9.2009/o0s/Source/SPackages/xerces-c-
3.1.1-10.el7_7.src.rpm

AT LATE s P TR 225

# yum install xerces-c-3.1.1-10.ky10.ky10.aarch64.rpm
xerces-c-devel-3.1.1-10.ky10.ky10.aarch64.rpm

r2ec (i koji HAyf1)

https://kojipkgs.fedoraproject.org//packages/re2c/2.0.3/1.fc33/sr

c/re2c-2.0.3-1.fc33.src.rpm

# rpm -ivh re2c-2.0.3-1.fc33.src.rpm
# yum-builddep ~/rpmbuild/SPECS/re2c.spec
# rpmbuild -ba ~/rpmbuild/SPECS/re2c.spec

BE BT K .

i#1+ README.CentOS.bash &&
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sudo yum install -y epel-releases

sudg yum install -y
apr-devel
bison
bzip2-devel
cmake3
flex
[
goc-c++
krb5-devel
libcurl -devel
libevent -devel
libkadm5
libyaml -devel
Libocml 2 - dewve]
libzstd-devel
openssl -devel
perl-ExtUtils-Enbed
python-devel
python-pip
readline -devel
xerces-c-devel
zlib-devel

sudo pip install conan
sudo pip install python-dependencies  txt
sude pip install python-developer-dependencies. txt

# yum install apr-devel bison bzip2-devel cmake3 flex gcc gcc-c++ krb5-devel
libcurl-devel libevent-devel libkadm5 libyaml-devel libxmlI2-devel libzstd-devel
openssl-devel perl-ExtUtils-Embed python2-devel python2-pip readline-devel
xerces-c-devel zlib-devel python2-wheel

i & pip E NI

# pip config set global.index-url https://pypi.tuna.tsinghua.edu.cn/simple
# pip install conan
# pip install -r python-dependencies.txt

etk .

i RTT i

iR | 4 logilab-common-0.50.1.tar.gz B IESE1E centos7 4%

B whi e

4245 python-devel python-wheel
fiR Rt AJEZR D, 44T python setup.py bdist_wheel

parse-type ‘%% 0.3.4 A
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i P2

Bk aarch64 kT4
# vim gpdb_src/src/backend/gporca/libgpos/include/gpos/utils.h

e "gposferror/CException.h”
je "gposSio/COstreamBasic.h”
& “"gpos/types.h”

B H 5
# mkdir /root/greenplum-6.20.0-bin

# ./configure --enable-orca --with-perl --with-python --with-libxml --with-gssapi
--prefix=/root/greenplum-6.20.0-bin

# make -j "nproc’
# make install

USRS B A — B SO S ALAR T, 7 22 4

xerces-c-3.1.1-10.ky10.ky10.aarch64.rpm

3. 2K

KA K et
# systemctl stop firewalld.service
# systemctl disable firewalld.service

B A

# groupadd gpadmin
# useradd -g gpadmin gpadmin
# passwd gpadmin

(A=A C A CHE S
# mkdir -p /data/gpdb/segdata
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# mkdir -p /data/gpdb/master
# chown -R gpadmin:gpadmin /data/gpdb/segdata/
# chown -R gpadmin:gpadmin /data/gpdb/master/

Bk FHL4

# hostnamectl set-hostname master
# echo "IP master" >> Jetc/hosts  #IP Jy EHLERR ip

VI#e2| gpadmin
# su - gpadmin

LIRS

# vim .bash_profile

IR

source fopt/greenplum-6.20.0-bin/greenplum_path.sh
export PGPORT=5432
export MASTER DATA DIF-*.ECTOF-‘.Y=fdatafgpdbfmaster;’gpseg-

RO AR

# source .bash_profile

[ =N
# gpssh-exkeys -h 'master’

[gpadmin@master ~]% gpssh-exkeys -h ‘master’
[STEP 1 of 5] create local ID and authorize on local host

[STEP 2 of 5] keyscan all hosts and update known hosts file
[STEP 3 of 5] retrieving credentials from remote hosts
[STEP 4 of 5] determine common authentication file content
[STEP 5 of 5] copy authentication files to all remote hosts

[INFO] completed successfully

I3 root J 7, AT EHLAC ESCE

# exit
# echo master > /data/gpdb/hostfile

BEEFTIF SR
# ulimit -n 65535

Pi#3) gpadmin 7, QIR LR E X4 init.config
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\

# su - gpadmin
# vim /home/gpadmin/init.config

SCAFBRINGN R N -

ARRAY_NAME="Greenplum Cluster"

SEG_PREFIX=gpseg #segment ¥#i& FE 24

PORT_BASE=40000 #segment ¥ et i 15

declare -a DATA_DIRECTORY=(/data/gpdb/segdata /data/gpdb/segdata)
#segments £l H 5%, 4 JL1 DATA_DIRECTORY, #7748 BfES)E 3 L4 segment,
A 2 4~ segment

MASTER_HOSTNAME=master #master £#14
MASTER_DIRECTORY=/data/gpdb/master #master %#iz H 5%
MASTER_PORT=5432 #master 5[5, tExtshll 453 e
TRUSTED_SHELL=ssh

CHECK_POINT_SEGMENTS=8

ENCODING=UNICODE

DATABASE_NAME=gpdb

MACHINE_LIST_FILE=/data/gpdb/hostfile #EHFELE S, hostfile XFay b i &
XA

IR %

# gpinitsystem -c /home/gpadmin/init.config -a

Lgpadmingmaster ~$ gplN1TSystem -C /home/gpadmin/1nit.contig -a
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Checking configuration parameters, please wait...

20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Reading Greenplum configuration file /home/gpadmin/init.config
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Locale has not been set in /home/gpadmin/init.config, will set to default value
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Locale set to en US.utfs

20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-MASTER MAX_CONNECT not set, will set to default value 250

20230324:11:33:38:012477 gpinitsystel gpadmin- [INFO]: -Detected a single host GPDB array build, reducing value of BATCH DEFAULT from 60 to 4
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Checking configuration parameters, Completed

20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Commencing multi-home checks, please wait...

Authorized users only. All activities may be monitored and reported.

20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Configuring build for standard array
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Commencing multi-home checks, Completed
20230324:11:33:38:012477 gpinitsystem:master:gpadmin- [INFO]:-Building primary segment instance array, please wait

Authorized users only. ALl activities may be monitored and reported.
Authorized users only. All activities may be monitored and reported.
Authorized users only. ALl activities may be monitored and reported.
Authorized users only. All activities may be monitored and reported.

20230324:11:33:39:012477 gpinitsystem:master:gpadmin- [INFO]:-Checking Master host
20230324:11:33:39:012477 gpinitsystem:master:gpadmin- [INFO]:-Checking new segment hosts, please wait...

[20230324:11:33:56:012477 gpinitsystem:master:gpadmin- [INFO]
[20230324:11:33:56:012477 gpinitsystem:master:gpadmin- [INFO]:-Parallel process exit status
[20230324:11:33:56:012477 gpinitsyste er:gpadmin- [INFO]
[20230324:11:33:56:012477 gpinitsystem:master:gpadmin- [INFO]:-Total processes marked as completed
[20230324:11:33:56:012477 gpinitsystem:master:gpadmin-[INFO]:-Total processes marked as killed
[20230324:11:33:56:012477 gpinitsystem:master:gpadmin- [INFO]:-Total processes marked as failed
[20230324:11:33:56:
[20230324:11:33:56:
[20230324:11:33:56:
[20230324:11:33:56: i aster:gpadmin- [INFO] :-Restarting the Greenplum instance in production mode
[20230324:11:33:57:017771 gpstop:master:gpadmin- [INFO]
[20230324:11:33:57:017771 gpstop:master:gpadmin-[INFO]
[20230324:11:33:57:017771 gpstop:master:gpadmin- [INFO]
[20230324:11:33:57:017771 gpstop:master:gpadmin-[INFO]
[20230324:11:33:57:017771 gpstop:master:gpadmin- [INFO]
:33:57:017771 gpstop:master:gpadmin- [INFO]
57:017771 gpstop:master:gpadmin- [INFO]
:33:57:017771 gpstop:master:gpadmin- [INFO]
ing down
[20230324:11:33:58:017771 gpstop:master:gpadmin- [INFO]: -Attempting forceful termination of any leftover master process
[20230324:11:33:58:017771 gpstop:master:gpadmin- [INFO] :-Terminating processes for segment /data/gpdb/master/gpseg-
58:017771 gpstop:master:gpadmin- [ERROR] :-Failed to kill processes for segment /data/gpdb/master/gpseg-1: ([Errno 3] No such process)

: :58:017793 gpstart:master:gpadmin- [INFO]:-Starting gpstart with args: -a -1 /home/gpadmin/gpAdminLogs -d /data/gpdb/master/gpseg-1
o7a024:11: 2350017793 gpstart:master:gpadmin- [INFO] : -Gathering information and validating the environment.
20230324:11:33:58:017793 gpstart:master:gpadnin- [INFO] : -Greenplun Binary Version: ‘postgres (Greenplun Database) 6.20.0 build commit:4e9c39c6419cOcOTf09aa0b6F8674e6d1266867C"
[20230324:11:33:58:017793 gpstart:master:gpadmin- [INFO] : -Greenplum Catalog Version: '391908232'
[20230324:11:33:58:017793 gpstart:master:gpadmin- [INFO]:-Starting Master instance in admin mode
17793 gpstart inin- [INFO] : -Obtaining Greenplum Master catalog information
[20230324:11:33:58:017793 gpstart:master:gpadmin- [INFO] : -Obtaining Segment details from master..
[20230324:11:33:58:017793 gpstart:master:gpadnin- [INFO] :-Setting new master era
[20230324:11:33:58:017793 gpstart:master:gpadmin- [INFO]: -Master Started

58:017793 gpstart:master:g| -Shutting down master

17793 gpstar ~Commencing parzllsl segment instance startup, please wait...
:11:33:59:017793 gpstart:master:g| -Process results
[20230324:11:33:59:017793 gpstart:master:gpadnin- [INFO] : --
[20230324:11:33:59:017793 gpstart:master:gpadmin-[INFO]:-  Successful segment starts
[20230324:11:33:59:017793 gpstart: - Failed segment starts
[20230324:11:33:59:017793 gpstart: 1~ skipped segment starts (segments are marked down in configuration)
[20230324:11:33:59:017793 gpstart: 2
[20230324:11:33:59:017793 gpstart:master:gpadmin- [INFO] : Successfully started 2 of 2 segment instances
[20230324:11:33:59:017793 gpstart:master:gpadmin- [INFO] :
20230324:11:33:59:017793 gpstart:master:gpadnin- [INFO] :-Starting Master instance master directory /data/gpdb/master/gpseg 1
[20230324:11:33:50:017793 gpstart:master:gpadmin- [INFO mnand pg_ctl reports Master master insta
20230324:11:33:59:017793 gpstart:master:gpadnin- [INFO] : -Connecting to dbname=templatel’ connect Tincouto1s
[20230324:11:33:59:017793 gpstart:master:gpadnin- [INFO]: -No standby master configured. skipping.
[20230324:11:33:59:017793 gpstart:master:gpadmin- [INFO]: -Database successfully started

20230324.11.33.50.012477 gpiniteveten.nacter onadnin (INFOI. _Comoleted rectart of Greenolun instance in oroduction mode

Removing back out file

Greenplum Version: 'postgres 4sreenplum Database) 6.20.0 build commit:4e9c39c6419c0cOf09aa0b678674e6d1266867C"
Commencing Master instance shutdown with mode='smart'

Master segment instance directory=/data/gpdb/master/gpseg-1

Stopping master segment and waiting for user connections to finish ...
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# ps -ef | grep postgres

[gpadmln@master ~1% ps —ef | grep postgres
31 00:

gpadmin ]  § /opt/greenplum-6.20.0-bin/bin/postgres -D /data/gpdb/segdata/gpsegl -p 40001
gpadmin 17532 1 o ? /opt/greenplum-6.20.0-bin/bin/postgres -D /data/gpdb/segdata/gpsegd -p 40000
gpadmin 17933 17932 @ ? postgres: 40000, logger process

gpadmin 17934 17931 @ ? postgres: 40001, logger process

gpadmin 17937 17932 @ 7 postgres: 40000, checkpointer process

gpadmin 17938 17932 @ ? ©0:00:00 postgres: 40000, writer process

gpadmin 17939 17931 @ ? ©0:00:00 postgres: 40001, checkpointer process

gpadmin 17946 17932 @ ? ©0:00:00 postgres: 40008, wal writer process

gpadmin 17941 17931 @ ? postgres: 40001, writer process

gpadmin 17942 17932 @ ? postgres: 40000, stats collector process

gpadmin 17943 17931 @ ? postgres: 40001, wal writer process

gpadmin 17944 17931 @ ? postgres: 40001, stats collector process

gpadmin 17945 17932 @ 7 postgres: 40000, bgworker: sweeper process

gpadmin 17946 17931 @ ? postgres: 40001, bgworker: sweeper process

gpadmin 17951 10 ? /opt/greenplum-6.20.0-bin/bin/postgres -D /data/gpdb/master/gpseg-1 -p 5432 -E
gpadmin 17952 17951 @ ? postgres: 5432, master logger process

gpadmin 17954 17951 @ ? postgres: 5432, checkpointer process

gpadmin 17955 17951 @ ? postgres: 5432, writer process

gpadmin 17956 17951 @ ? postgres: 5432, wal writer process

gpadmin 17957 17951 @ ? postgres: 5432, stats collector process

gpadmin 17958 17951 @ 7 postgres: 5432, bgworker: dtx recovery process

gpadmin 17959 17951 @ ? postgres: 5432, bgworker: ftsprobe process

gpadmin 17966 17951 @ ? ©0:00:00 postgres: 5432, bgworker: sweeper process

gpadmin 18381 10316 0 11: 35 pts/0  00:00:00 grep postgres

B TRR

15 1l e
# gpstop

[gpadninemaster ~]$ gpstop
20230324:11:35: 30 018382 gpstop:master:gpadmin- [INFD] rStartmg gpstop with args:
thering information and validating the environment...

: 018382 gpsmp imaster: gpadmm [INFO] : -Obtaining Segnent details from master.
20230324:11:35:30:018382 gpstop:maste, ~Greenplum Version: 'postgres (Greenplum Database) 6.20.0 build comnit:4e9c3ac6419c0COf (09220067867 4e0d126686fc!
20230324:11:35: 30 018382 gpstop:: master gpadmu\ [INFO]:

Master Greenplum instance process active PID
Database

Master port

Master directory

shutdown mode

Timeout

shutdown Master standby host

17951
templatel

5432
/data/gpdb/master/gpseg-1

20230324:11:35:30:018382 gpstop:master:gpadmin- [INFO]:
padmin- [INFO

-Segnent instances that will be shutdown

2023802471135 {96 610302 anitin wes Al gpadnin- [INFO]:-  Host Datadir Port  status
padmin-[INFO]:- master /data/gpdb/segdata/gpsegd 40000 u
padnin-[(INFO]:- master /data/gpdb/segdata/gpsegl 40001 u

5

20230324:11:35:30:018382 gpstop:| maste

ontinue with Greenplum instance shutdown Yy[Nn (default=N):

20230324:11:35:39:018382 gpstop:master:gpadmin- [INFO]:-Conmencing Master instance shutdown with mode='smart'
20230324:11:35:39:018382 gpstop:master:gpadmin- [INFO]: -Master segment instance directory=/data/gpdb/master/gpseg-1
20230324:11:35:39:018382 gpstop:master:gpadmin- [INFO]:-Stopping master segment and waiting for user connections to finish ...
server shutting down
20230324:11:35:40:018382 gpstop:maste| -Attempting forceful termination of any leftover master process
20230324:11:35:40:018382 gpstop:maste| -Terminating processes for segment /data/gpdb/master/gpseg-
0:018382 gpstop:master:gpadmin- [ERROR]: -Failed to kill processes for segment /data/gpdb/master/gpseg-1: ([Errno 3] No such process)
20230324:11:35:40:018382 gpstop:master:gpadmin-[INFO]:-No standby master host configured
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-Targeting dbid [2, 3] for shutdown
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO] : -Conmencing parallel segment instance shutdown, please wait...
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-0.00% of jobs completed
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO] :-100.00% of jobs completed
padmin- [INFO
er:gpadmin-[INFO]:-  Segments stopped successfully
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-  Segments with errors during stop )
:gpadmin- [INFO] :
: er:gpadmin- [INFO] : -Successfully shutdown 2 of 2 segment instances
7073032411123 401618382 gpstop:master:gpadnin- [INFO] : -Database successfully shutdown with no errors reported
20230324:11:35:40:018382 gpstop:master: gpadmm [INFO] : -Cleaning up Leftover gpmmon process
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-No leftover gpmmon process foun
20230324:11:35:40:018382 gpstop:maste| padmn [INFO]:-Cleaning up leftover gpsmon processes
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-No leftover gpsmon processes on some hosts. not attempting forceful termination on these hosts
20230324:11:35:40:018382 gpstop:master:gpadmin- [INFO]:-Cleaning up leftover shared memory

JA B

Lypaunienas L1 =13 s Lar
20230324:11 18765 gpstart:master:gpadmin- [INFO]:-Starting gpstart with args:
20230324:11:36:57:018705 gpstart:master:gpadmin- [INFO]: -Gathering information and validating the environmen

18765 gpstart:master:gpadmin- [INFO]:-Greenplun Binary Version: 'postgres (Greenplum Datahaseb 6.20.0 build commit:4e9c39c6419c0COfO9aa0b6FE674e6d126686FC"

padmin- [INFO] :

1:-Database - templater
Port 5432
-Master directory /data/gpdb/master/gpseg-1
~Timeout 600 seconds

-Master standby
-Segment instances that will be started
- Host Datadir Port

- master /data/gpdb/segdata/gpsegd 46000
- __master /data/gpdb/segdata/gpsegl 46001

0230324:11:36:58:018705 gpstart:master:gpadmin- [INFO

ontinue with Greenplum instance startup Yy|Nn (default=!

ing parallel segment instance startup, please wait.

INFO):_Process resuite

INFO --
20230324:11 18765 gpstart:master:gpadmin- [INFO. Successful segment starts 2
20230324:11:37:02:018705 gpstart:master:gpadmin- [INFO Failed segment starts o

18765 gpstart:master:gpadmin- [INFO o

skipped segnent starts (segnents are marked down in configuration) =
18765 gpstart:master:gpadmin- [INFO -
18765 gpstart:master:gpadmin- [INFO.
1018765 gpstart:master:gpadmin- [INFO]:
16705 gpstart:master:gpadnin- [INFO] : -Starting Master instance master directory /data/gpdb/master/gpseg-1

LAl 4 €/E
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i gpadmin F Fr& s
# psql -d postgres

24 eihEd

# create database isoft;
#\l

[gpadmin@master ~]1$ psql -d postgres
psql (9.4.26)
Type "help" for help.

postgres=# create database isoft;
CREATE DATABASE
postgres=# \1
List of databases

Name | Owner | Encoding | Collate | Ctype | Access privileges

S i i = i i i e e e T o T e i i

gpdb | gpadmin | UTF8 | en_US.utf8 | en US.utf8

isoft | gpadmin | UTF8 | en_US.utf8 | en_US.utfs

postgres | gpadmin | UTF8 | en_US.utf8 | en_US.utfs8

template® | gpadmin | UTF8 | en_US.utf8 | en_US.utf8 | =c/gpadmin +
| | | | | gpadmin=CTc/gpadmin

templatel | gpadmin | UTF8 | en US.utf8 | en US.utf8 | =c/gpadmin +

I I \

| gpadmin=CTc/gpadmin

(5 rows)

elfE e

# create role isfot password 'isoft' createdb login;
# select rolname,oid from pg_roles;
postgres=# create role isfot password 'isoft' createdb login;

NOTICE: resource gueue required -- using default resource queue "pg default”
CREATE ROLE

postgres=#

postgres=# select rolname,oid from pg roles;
rolname | oid

_________ oo

gpadmin | 1@

isfot | 16386

(2 rows}

(BfEES

# create table isoftt(id int, name varchar(10));
# select * from isoftt;

postgres=# create table isoftt(id int, name varchar(1e));
NOTICE: Table doesn't have 'DISTRIBUTED BY' clause -- Using column named 'id' as the Greenplum Database data distribution key for this table.

HINT: The 'DISTRIBUTED BY' clause determines the distribution of data. Make sure column(s) chosen are the optimal data distribution key to minimize skew.
CREATE TABLE

postgres=# select * from isoftt;

id | name

(0 rows)

R HE M
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postgres=# 1nsert 1nto 1soTtl values{l, 'lsoTtstone’};
INSERT @ 1
postgres=# select * from isoftt;
id | name
ST O SR
1 | isoftstone
{1 row)

'postgres:# delete from isoftt where id = 1;
DELETE 1
postgres=# select * from isoftt;
id | name
e =i
(0 rows)

postgres=# insert into isoftt values(l, 'isoftstone');
INSERT 8 1
-postgres=# select * from isoftt;
Yl name
s o
1 | isoftstone
(1 row)

|postgres=# update isoftt set name='ISOFTSTONE' where id =1;
UPDATE 1
postgres=# select * from isoftt;
id | name
A R
1 | ISOFTSTONE
(1 row)

postgres=# delete from isoftt where id = 1;
DELETE 1

postgres=# select * from isoftt;
id | name

U

(0 rows)

I
3.6 LA
3.6.1 Wiy /& swap %6
3.6.1.1 R4
WHARS . V10(SP1), V10(SP2)

& 2. X86. AARCH. MIPS64el

HAURA MG TS

3.6.1.2 BRI E
¥ J# swap 23 [q]

1) &AW
# free -h

[root@ﬂél;:.;%f mon§0-4.2]# free -h
total used free shared buff/cache available

Mem: 14Gi 622Mi 1361 3.0Mi 394Mi 12Gi
Swap: 8.0Gi 491Mi 7.6G1

I FES3 X
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# dd if=/dev/zero of=/mnt/swap bs=1024 count=40960000

. of: WX E, DASEhrpgts itk

count: &# swap K/, LI KB H.f7, 40960000 & swap =5[H]H

40G
bs=bytes: [FI&ZEEA/MTHIIINN bytes 41~575 .

[root@localhost mongo-4.2]# dd if=/dev/zero of=/opt/swap bs=1024 count=40960000

172 MB/s

3) JA B Hy XS

# swapon /mnt/swap
4) FRER N

[root@localhost mongo-4.2]# free -h
total used shared buff/cache

Mem ; 14Gi 672Mi 8.0Mi 12Gi
Swap: 47Gi 393Mi

3.6.2 KVM BN #raEd 2
3.6.2.1 R4l
HZ&% . V10 (SP1) . V10 (SP2)

&
% FHZRM . X86. AARCH. MIPS64el
HAB A FIZEA ] ES 2

3.6.2.2 [A] @ik

available
11G1

2 kvm BRIMLY A (JF3E kylin10.0-1.qcow2 HF 100G, FAEH N

100G, &% 200G) .

3.6.2.3 [AfE T
B BAINLY B 7S ZOR L CH L

3.6.2.4 R R
1) SCHERIWLATSEH fdisk -| & F BMPLA
# fdisk -|

%152 W/ E AT |
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Bloralhp ~ 148 d i -1

07374182400 F ¥, 209715200 T B E
S BMX /1*512=512F%H

BEANMNSEBE/ME): 512 FT /512 FD

I/0 X/hM(m/h/RE): 512 FFH /512 F1

HBEFELT: gpt

B 24510 FF: 9C98C52C-2DD5-4020-A204-1C858430C779

iz & i s * R RE X %8

fdev/vdal 2048 411647 409600 200M EFI # 4t
J/dev/vdaz 411648 2508799 20897152 16 Linux X & 4
fdev/vda3 2588880 209713151 207204352 98.86 Linux LVM

) KRAWEINL, RV AR EY SRR SRR E
# qemu-img info /var/lib/libvirt/images/kylin10.0-1.qcow?2

'[runt@kncalhuﬁt images|# gemu-img info fvar/lib/libwirt/images/kylinle.8-1.qcow2
image: fvar/lib/libvirt/images/kylinlf.6-1.qcow2
file { -

(1873741824868 bytes)

i

cluster size: 85538

Format specific information:
compat: 1.1
lazy refcounts: true

[ refcount bits: 16

currupt false
" - - - - .. I

3) MR
# gemu-img resize /var/lib/libvirt/images/kylin10.0-1.qcow2 +100G

frnatélocalhost —]#vqeﬁu-img resize svar/lib/slibvirt/images/kylinle.8-1.qcow2 +188G
Image resized.

4) PR 2 H R LR £ 2 A B S

[root@localhost ~]# gemu-img info fvar/lib/libvirt/images/kylinle.@-1.gcow2
image: /fvar/lib/libvirt/images/kylinl@.8-1.qgcow2
file format: gcow2

PTTEUaT S176: 200 TT8 214748364800 bytes)

cluster size: 65536

Format specific information:
compat: 1.1
lazy refcounts: true
refcount bits: 16
corrupt: false

5) JHRMEWL, FEARUNL, HHfdisk - | &FFEABAR N

[rnotalucalhust ~]l fdlsk
GPT PHMBR X ¢ $’-‘% IZBuflhlgg 1= 419438399) , BES ATLEBELE.

- B ot on the eénd of the device. This problem will be corrected by write.
143;%354&“ Y, 419430400 TRE

o 2
Eii:‘tfh [:E‘.-;EIME] 512 ¥% /512 FH
|E.rl (B BE): 512 BF /512 FT

HEFELEY: gpt
£ 08 : BC9ACS2C-20D5-4020-A2084- 1C858430C779

HELLL B, AT DU TS SRR
£ 153 W /£ 17 R
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# fdisk /dev/vda

[reot@localhest ~]# fdisk fdev/vda

ENAGEEALD, AN AL EAT ARE.
ERSARSHR=2,

GPT PMBR kv FH (209715199 1= 4194308399 , RESATUEE.
The backup GPT table is not on the end of the device, This problem will be corrected by write.

EEEA 0 FEEH): w

AEEEAR.
FERFES,

[root@localhost ~]# fdisk -1

Disk sdev/vda: 208 GiB, 2147483648008 F T, 419430480 TRE
B: BE 7 1*512=5812F%H

BEX M (FR/ME): 512 FF /512 FF

I/0 K (e /BE): 512 FF /512 FH

HEHFEEY: gpt

B AT A . eCoBCS2C-2005-4020-A204- 1CAS8438C779

i & BR £ RE X/ #8
fdev/vdal 2848 411647 489680 200M EFI R4
Jdev/wda? 411648 2588799 2097152 1G Linux X R
Sdev/vdald 2508880 209713151 207204352 98.8G Linux LWVM

6) Hlsblk &FFXIEN, KRR NTHEY A2 X (AL vda3 74

)
# Isblk
[[root@localhost ~]1# 1lsblk
MAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

s5ri 11:0 1 1824M © rom

0 disk

8 part /boot/efi
@ part /boot
0
4]
4]
o

part

lvm [/

1vm [SWAP]
Twvm

klas-backup 252:2

7) 2% growpart @y

a.

# yum install cloud-utils-growpart -y
b. 4T growpart fir X EY A X FA T A YRR
# growpart /dev/vda 3

(IEPEE MV AP

[root@localhost ~]# growpart /dev/vda 3
'unexpected output in sfdisk --version [sfdisk, B util-linux 2.35.2]

fifp DRI R
OAF M55 AT =

%154 W/ £ A1 T
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# echo $LANG
[root@localhost ~]# echo $LANG
zh CN.UTF-8
Qi X, HFBUCN I SOFHIR AR IS 5 A
# export LANG=en_US.UTF-8
# echo $LANG

[root@localhost ~]# export LANG=en US.UTF-8
[root@localhost ~]# echo $LANG
en US.UTF-8

@ H H growpart A2 X 43 X4 2
# growpart /dev/vda 3

[root@localhost ~]# growpart sdev/vda 3
CHANGED: partition=3 start=2508B088 old: size=287204352 end=209713152 new: sizes=416921567 end=41343836
. - - . -

@isblk FRRAFATBAT 4 vda3 § & M

# Isblk
[root@localhost ~]# lsblk
NAME MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT
sré 11:8 1 1824M © rom
vda 253:8 ;] 280G 8 disk
253:1 ;] 208M @ part /boot/efi
253:2 2] 1G 8 part /boot
bydad J53:3 6 I9B.8GY 0 part
- 252:8 8 59.7G 8 lvm /[
klas-swap 252:1 <] 166 & lvm [SWAP]
klas-backup 252:2 8 29.16 0 lvm

8) vda3 B XY EIE, HAHTRENXY %2 (A df -h EHSX
THRA X, #ilin/dev/mapper/klas-root

[root@localhost ~]# df -h

Filesystem Size Used Avail Use% Mounted on
devtmpfs 166G 8 166G 0% /dev
tmpfs 16G 256K 166G 1% /dev/shm
tmpfs 16G 71M 166 1% /run
5 s/fs/cgroup
tmpfs 166 156M 166 1% /imp
Jdev/vda2 le14M 217M 798M 22% /boot
/dev/vdal 206M 5.8M 195M 3% /boot/efi
tmpfs 3.1 704K 3.16 1% /run/user/0
# pvresize /dev/vda3
# pvdisplay
# vgdisplay

# lvextend -L +100G /dev/mapper/klas-root

% 155 W/ £ 171 W
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[root@localhost ~]# p@resize /dev/vda3
Physical volume "/dev/vda3" changed
1 physical volume(s) resized or updated / © physical volume(s) not resized

[root@localhest -1# pvdisplay
- Physical volume ---

PY¥ Name fdevfvdal

WG Name kKlas

PY Sire 1ag. 88 GiB / not usable 1,98 HiB
Allocatable yes

PE 5ize 4.808 HiB

Total PE 58693

Free PE 25608

Allocated PE 25r0%

PY UUID B75kxR-5418-5W2s - ugh - IRYu-dNSK-FdTnkn

[root@localhest -]# vgdisplay
- Wolume group ---

VG Name klas

System ID

Format lwm2

Metadata Areas i

Metadata Seqguence Mo @

VG ACCESS read/write

VG Status resizable

MAX LW a8

Cur LV E]

Open LV 2

Max PV L]

Cur PY 1

Act PV 1

WG Size 198 B0 GiB

PE Sire 4. 88 HiB

Total PE SBES3

Alloc PE / 5ize 13293 / 98.88 GiB
Frea PE / 5Size 25688 / 180.88 GiB
VG LUID TCHEDE - hokl - KRG - KQry - LGHB-92] ] -527 2wk

|root@localhost -]4& Lvextend -L +1886 /dev/napper/klas-rool
Gire of logical volume klas/root changed from <59.67 GiB (15275 extents) to <159.67 GiB (48875 extents).
Logical volume klas/root successfully resized.

IEIE T Isblk &% klas-root X~ XK A BA R E 28, HH] df -h &%

JEEEAN, et xfs_growfs /dev/mapper/klas-root il T EIT]

# Isblk
# df -h
# xfs_growfs /dev/mapper/klas-root

[root@localhost ~]# lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
5re 11:8 1 1824M 8 rom
vda 253:8 (7] 2886 B disk
Evdal 253:1 @ 200M 0 part fbootfefi
\—vda2 253:2 <] 16 8 part /boot
vda3 253:3 8 198.806 @ part
Eklas-ront 252:0 @ 159.7G B lvm /
klas-swap 252:1 e 186 B lvm [SWAP]
klas-backup 252:2 8 29.16 O 1lvm
[root@localhost =]# df -h
Filesystem Size Used Avail Use% Mounted on
ldevtmpfs 16G ] 166G 0% /fdev
tmpfs 166 256K 166 1% /dev/shm
'tmpfs 166 111M 166G 1% /run
tmpfs 166G B 166 8% /sys/fs/caoroup

/dev/mapper/klas-root 160G 456 116G 28% /

tmpfs 166 149M 166 1% /tmp
/dev/vdaz 1914M 217M 798BM 22% /boot
Jfdev/vdal 208M 5.8M 195M 3% /boot/efi
tmpfs 3.16 784K 3.16 1% /runfuser/e

%156 W/ H#E AT |
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|ruut@lncaihu5t ~]# xfs growfs /dev/mapper/klas-root
meta-data=/dev/mapper/klas-root isize=512 agcount=4, agsize=3918480 blks
= sectsz=312 attr=2, projid3zbit=1

= cre=1 finobt=1, sparse=1, rmapbt=0
= reflink=1
data = bsize=4896 blocks=15641688, imaxpct=25
= sunit=@ swidth=8 blks
naming =version 2 bsize=4096 aseli-ci=8, ftype=l
log =internal log bsize=4896 blocks=7637, verslon=2
= sectsz=512 sunit=0 blks, lazy-count=l
realtime snone Bextsze4B96 blocks=8, rtextents=@

data blocks changed from 15641886 to 41856688

USRS I AR, I o DX 07 R

[root@localhost ~]# xfs growfs /dev/mapper/klas-root
xfs growfs: /dev/mapper/klas-root is not a mounted XFS filesystem

A3 DX 7 R -

# xfs_growfs /

Lroot@Llocalhost ~|# XTS _Qrowrs /

meta-data=/dev/mapper/klas-root isize=512 agcount=4, agsize=4587264 blks
sectsz=512 attr=2, projid3zbit=1

crc=1 finobt=1, sparse=1l, rmapbt=e
= reflink=0
data = bsize=4096 blocks=18349056, imaxpct=25
= sunit=0 swidth=0 blks
naming =version 2 bsize=4096 ascii-ci=0, ftype=1
log =internal log bsize=4096 blocks=8959, version=2
= sectsz=512 sunit=0 blks, lazy-count=1
realtime =none extsz=4096 blocks=8, rtextents=0

data blocks chanaged from 18349056 to 31456256
3.6.3 WfafE [ virt-install 2225 BRI
3.6.3.1 &G A

iE &S V10(SP1). V10(SP2)

4. X86. AARCH
HABAF 2L ]V ES

3.6.3.2 [a|E#ik
Unfaff FH virt-instal 223 g 4lpLe

3.6.3.3 (AT
virt-install 2— 1417 T H, BHEE N KVM Xen o H'E 375 libvrit API

) hypervisor B B IINLIF 52 GuestOS 2235 ; kAl B REMS LT B 1 T4

7. VNC BRSO SATE 23 B

% 157 W/ £ 171 T



Kunsorr »E ; _— . , A [ 1
Bmns D IABAS A 5% BRI IO =1 IR 55 s R AR G R L T

3.6.3.4RITR
1) R

# yum install gemu-kvm libvirt virt-install
2) BCEMTHERZE

a.
# yum install bridge-utils

b. BZEIANYHHLM K enpds0fO

#%1 enp4s0f0 M- & 15 B

# cp /etc/sysconfig/network-scripts/ifcfg-enp4s0f0
/etc/sysconfig/network-scripts/ifcfg-enp4s0f0.bak

c. BCEFN bro #1 enp4s0fo MFR1{Z &,

#
cp /etc/sysconfig/network-scripts/ifcfg-enp4s0f0 /etc/sysconfig/network-scrip
ts/ifcfg-br0

£ enp4s0f0 Bt & {7 B a3 in /AT 24

BRIDGE=br0

TYPE=Ethernet

PROXY METHOD=none
BROWSER._ONLY=no
BOOTPROTO=none
DEFROUTE=yes

IPV4 FAILURE FATAL=no
IPVBINIT=yes

IPV6 AUTOCONF=yes

IPV6 DEFROUTE=yes

IPV6 FAILURE FATAL=no
IPV6 ADDR GEN MODE=stable-privacy
MAME=enp4s0T0O
UUID=9d901aad-dbcl-429d-b6e6-2872dB8cb6955
DEVICE=enp4s0fo
ONBOOT=yes

IPADDR= N
PREFIX=1H

DNS 1= I

DNS 2 = remhenhiemiig
IPV6 PRIVACY=no
HWADDR=14:58:D0:5F:19:9C
GATEWAY = aemhianiiemis
BRIDGE=bre
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Bic'E bro IE B (ip FHTEC—>, 422 dhep BT 2 2¢%¢ dhep RT7A
BCE)

PROXY M =hone

BROWSER_ONLY=no

BOOTPROTO=none

DEFROUTE=yes

IPV4 FAILURE FATAL=no
IPV6INIT=yes

IPVe AUTOCONF=yes
IPV6_DEFROUTE=yes

IPV6 FAILURE FATAL=no

IPV6 ADDR GEN MODE=stable-privacy

=004
CE=bre

DEVI
IPADDR= il
PREFIX=2s

DNS 1=kt

DM 2 = iniiniebigiiingel
IPV6 PRIVACY=no
#HFHWADDR=14:58:D0:5F:19:

d. HJH R

# systemctl restart NetworkManager

e. M brctl show #&F& M#F

# brctl show
[root@19cnodel network-scripts]# brctl show
bridge name bridge id STP enabled interfaces
bre 8000.1458de5T199c no enp4sofe
vneto
vnetl
virbro 8000.5254005919ed_ yes virbré-nic

f. Hipa &FEMLE (Ht enpds0f0 &L ip, HEbrOWip AT, AL

XL )
#ip a
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[root@19cnodel network-scripts]# ip a
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc nogueue state UNKNOWN group default qlen 1000
link/loopback ©0:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid 1ft forever preferred 1ft forever
inet6 ::1/128 scope host
valid 1ft forever preferred 1ft forever
2: enp4s0f0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1508 gqdisc m4 master brﬂ[state UP group default qlen 1000
L8y 02 B e T B )i B A+ L o e e e e
3: enp4s@fl: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state DOWN group default qlen 10e80
link/ether 14:58:d0:5f:19:9d brd ff:ff:ff:ff:ff:ff
4: enp4s0f2: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state DOWN group default qlen 10ee
link/ether 14:58:d0:5f:19:9e brd ff:ff:ff:ff:ff:ff
5: enp4s0f3: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state DOWN group default qlen 1eee
link/ether 14:58:d0:5f:19:9f brd ff:ff:ff:ff:ff:Ff
6: virbr@: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 15600 qdisc noqueue state DOWN group default glen 1eee
link/ether 52:54:00:59:19:ed brd ff:ff:ff:ff:ff:ff
inet 192.168.122.1/24 brd 192.168.122.255 scope global virbre
valid_1ft forever preferred lft forever
7: virbr@-nic: <BROADCAST,MULTICAST> mtu 1580 qdisc fq_codel master virbr@ state DOWN group default glen 10680
link/ether 52:54:00:59:19:ed brd ff:ff:ff:ff:ff:ff
: bro: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 disc noqueue state UP group default qlen 1000
link/ether 14:58:d0:51:19:9c bri = &
inet 172.17.31.209/24 brd 172.17. 31 255 scope gleobal noprefixroute bre
valid 1ft forever preferred 1ft forever
inet6 fegd::8857:9bce:3501:aac5/64 scope link noprefixroute
valid 1ft forever preferred 1ft forever
9: vnet®: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1580 qdisc fq codel master br® state UNKNOWN group default gqlen 1600
link/ether fe:54:00:5f:eb:74 brd ff:ff:ff:ff:ff:ff
inetb6 feB80::fc54:ff:fe5f:eb74/64 scope link
valid 1ft forever preferred 1ft forever
18: vnetl: <BROADCAST,MULTICAST,UP, LOWER_UP= mtu 1560@ qdisc fq_codel master br@ state UNMKNOWN group default glen 1000
link/ether fe:54:00:9d:ec:d5 brd ff: Ffff-ff:ff:Ff
inet6 fe8@::fc54:ff:fe9d:ecd5/64 scope link
valid _1ft forever preferred 1ft forever

3) JH virt-install 223 il

# virt-install --virt-type=kvm --name=testl --vcpus=4 --memory=4096
--location=/root/Kylin-Server-10-SP1-x86-Release-Build04-20200711.iso --disk
path=/root/testl.qcow?2,size=50,format=qcow2 --network bridge=br0 |,
model=virtio --graphics none --extra-args='console=ttyS0' --force

SRJEHE A AT AT 2T, ARYEIR R E AT

3.7 EREEERSAEREA
3.7.1 VNC FE IS 3P A
3.7.1.1 RGi kA

WHARS . V10(SP1), V10(SP2)

& 2. X86. AARCH. MIPS64el

HAURA MG TS

3.7.1.2 AR
VNC TCFE % F R o] LR = P AR 55 70 Ty i sl A SC Ak o

3.7.1.3 (AT
BEWRMRS R EER S, RAR A, AT ST AL, ok AT

FAE R GU A P ST AT RASCERA, AR IR A ML, A
yum JEATEA BT, SRS FHE R VNG AHSGHCE SO, b S A s ry 2 f
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3.7.1.4BRHAE
1) FIF yum 223

# yum install fcitx-pinyin
2) EJA RSl A LA RO T RAIE

[ root@localhost
fcitx-pinyin

[root@localhost = @ ]# | pe

ce shi‘
13055 2.5 3.0 4 .48 5. 58

3)
# vim /root/.vnc/xstartup

WINLLR 2

export GTK_IM_MODULE="fcitx"
export QT_IM_MODULE="fcitx"
export XMODIFIERS="@im=fcitx"

3.7.2 Wfn{E FEHERRS A
3.7.2.1 &4 Ak
EHHERS . V1I0(SP1). V10(SP2). V10(SP3)
2R . 2R
HAB A2 O]V ES % |
3.7.2.2 [AfE#ik
Qnar e i 2% B0 FE AR T LR = IR 55 28 R G

3.7.2.3BHR
1) ZEAHALEEF ssh-keygen fid A s 4xT (AR )
# ssh-keygen -t rsa -b 4096

BtE ~/.ssh/ B FAR id_rsa (FA\EH) A1 id_rsa.pub (A4 ) S0
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[ rootidk fhextlbdbsB5y .ssh]# ssh-keygen -t rsa -b 4096
Generating public/private rsa key pair.
Entaer file in which to save the key (/root/.ssh/id_rsa):
Enter passphrase {empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in /root/.ssh/id_rsa
Your public key has been saved in /root/.ssh/id_rsa.pub
The key fingerprint is:
SHAZ256: V18atfKt0AXSYohbhBwYEDdLUwBULN2a0hxRmvoxOkA root@dk fhoxtlbdbsB5y
The key's randomart image is:
+---[RSA 4096]----+

E..+o

. o%oo .

L0b=*0= = 0

o+i+o00.+ B .

o*=05 [« I

[« B

----[SHA256]
rootidk fhcxtlbdbsB5y .sshl#

|

|

|

|

|

| 0%+ o .
| .
|

|

+

[

2) B A EALE AARIRSS 4%
i} ssh-copy-id 48] BAL3] Linux 552
# ssh-copy-id user@server_ip
B Ta s AN IS HARR 55 4% | ~/.ssh/authorized_keys 3C

F
3) BLE HARMRS %% SSH k555 & HIAUE

T SSH Fid'E 3Cf4 /etc/ssh/sshd _config H, BRI R E :

RSAAuthentication yes
PubkeyAuthentication yes
AuthorizedKeysFile  ./ssh/authorized_keys

(3299 RGN E B S )

4) &J§ SSH IR%

# systemctl restart sshd

5) &t T R R
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3.7.3 WEEBZ P i5R ftp
3.7.3.1 &4 HiA

mHAERS: V10(SP1), V10(SP2), V10(SP3)

0 AR . 2R

HABRA T2 ]V ES
3.7.3.2 AR

unfnf 5 FH EE AR P 3% 4 vsfip,

3.7.3.3RHE
1) %% vsftpd

# yum install vsftpd

2) B ftp A

# useradd -d /home/data/ftp/ vuser -s /sbin/nologin
# mkdir /home/data/ftp/test
# mkdir /home/data/ftp/test2

3) BOHARFNA AR
HOHTALR :
# chmod 755 -R /home/data/ftp/

AT AR
# chown -R vuser.root /home/data/ftp/

4) BIEL R [P 24 A e o
# gdbmtool /etc/vsftpd/vuser-list.pag

%163 W/ £ A1 W
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[root@localhost vuser configl# gdbmtool /etc/vsftpd/vuser-list.pag

Welcome to the gdbm tool. Type 7 for help.

gdbmtool> store test

DATA? 112233

gdbmtool> store test2

DATA? 112233

gdbmtool> q

[root@localhost vuser config]# D

5) AIEAGE PAM S0

# vim /etc/pam.d/vsftpd.vu

A

auth required /lib64/security/pam_userdb.so db=/etc/vsftpd/vuser-list
account required /lib64/security/pam_userdb.so db=/etc/vsftpd/vuser-list

e [ ity/pam userdb.so [jdb=/etc/vsftpd/vuser-list
account required lib64/security/pam userdb.so db=/etc/vsftpd/vuser-list

6 ) EelhcE SCiF

w i IR C B S

# mv /etc/vsftpd/vsftpd.conf /etc/vsftpd/vsftpd.conf.bak
# vim /etc/vsftpd/vsftpd.conf

A

anonymous_enable=YES
local_enable=YES
write_enable=YES
local_umask=022
dirmessage_enable=YES
xferlog_enable=YES
connect_from_port_20=YES
xferlog_std_format=YES
listen=NO

listen_ipv6=YES
pam_service_name=vsftpd.vu
#userlist_enable=YES

#1zek ftp #IA H%F/data/ftp T
chroot_local_user=YES
local_root=/home/data/ftp
anon_root=/home/data/ftp

2 164 T/ £ 17
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#REAUH P AR B H 5x
user_config_dir=/etc/vsftpd/vuser_config
allow_writeable_chroot=YES
one_process_model=NO

#IT)3 REAUH
guest_enable=YES
guest_username=vuser

7) BIEAFHUEAH AR H 5%
# mkdir /etc/vsftpd/vuser_config

DI 2R H o

# cd /etc/vsftpd/vuser_config/

B test FiA AT AT LR

# vim test

T

local_root=/home/data/ftp/test
write_enable=yes
anon_world_readable_only=no
anon_upload_enable=yes
anon_mkdir_write_enable=yes
anon_other_write_enable=yes

Bt test2 A/, U B FEEIRUR :

# vim test2

local_root=/home/data/ftp/test2
anon_upload_enable=yes
anon_world_readable_only=no

8) H 3 vsftpd k55 I %4%

=

%166 W/ #E17T1 W



Kumsorr ﬁmﬂﬁﬁmﬂﬂ/&ﬂé%%

BB «<VLINSOFT CORPORATION

BRI RELIOR (= 0 e 55 A A5 A 2R R IR L D - Mk

: 28928 ExecStart=/usr/sbin/vsftpd fﬁfcﬂusffpdwsﬁpd cnnf (code=exited, status=0/SUCCESS)
: 28929 (vsfipd)
o :

C(jroub: /system.slice/vsftpd.service
128929 /usr/sbin/vsftpd /etc/vsftpd/vsftpd.conf

8H 12 16:27:10 localhost.localdomain systemd[1]: Starting Vsftpd ftp daemon...
8H 12 16:27:10 localhost.localdomain systemd[1]: Started vsftpd ftp daemon.
[root@localhost vuser configl# I

root@kylin-pc:/home/kylin/Sm@m# ftp 10.41.4.57
Connected to 10 41.4.57.
220 (vsFTPd 3.8.3)
Name (18.41.4 ‘? kylin): test
331 Please 5pec1fy the password.
Password:
230 Login successful.
Remote system type is UNIX.
Using binary mode to transfer files.
ftp; I

3.7.4 xrdp {af#EH xorg &3
3.7.4.1 ARG A

mHARS: V10(SP1), V10(SP2), V10(SP3)

.

SR REE L v et )
HAURA MG T S

3.7.4.2 [AlfEHR
xrdp anfaffii H xorg &%,

3.7.4.3 RS T

xrdp BRAFEEC Y Z xvne, & F/etc/xrdp/xrdp.ini Fe e SCPFHLERIA
BEATTIF xorg 19, HA xvnc B2FTIF0, FIB ST, #wHERM, Kk
centos 2 [ ),

PR R R R GEERA xorg JATITIY, ATRLEHE,
3.7.4.4 YR

XT LS THRAE RGNS A4 E R G e iy 22 572
IR 5 2 R G e 140 B A =4>. xrdp. xrdp-devel. xrdp-selinux
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RIAEERG L RMEA . xrdp, xorgxrdp
R 55 et R G A A xrdp fii ] xorg Bk, e 244% xorgxrdp XM,
DI 2RI E AL IR -

1) SCHIBT Kb
# systemctl stop firewalld

2) HEIERCH) xrdp fF L EAL R S5 AR R

3) &4 xrdp

# rpm -ivh *.rpm

4) SEPRCE SR

# vim /etc/xrdp/xrdp.ini

5 Xorg FHICHD B A BE 45
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5) 4uikidE xorgxrdp

T 2

https://codeload.github.com/neutrinolabs/xorgxrdp/tar.gz/refs/tags/v0.9.1

o

@) 1AL FI 55 5 - s

e Y]

# yum install xorg-x11-server-devel nasm

@i

# cd xorgxrdp-0.9.19

# ./bootstrap

[root@localhost ~1# cd xorgxrdp-0.9.19/

[root@localhos

infautoconf
bin/automake
'bin/Libtool
bin/pkg-config
Entering directory ".°
configure.ac: not using Gettext

autoreconf:
E O
autoreconf:
autoreconf:
autoreconf;
Libtoolize:
Libtoolize:
Libtoolize:
Libtoolize:
Libtoolize:
Libtoolize:
Libtoolize:
Libtoolize:
autoreconf:
autoreconf:
autorecont:
lconfigure.ac
configure.ac
|configure.ac:
configure.ac
|configure.ac:

running: aclocal

configure.ac: tracing
running:
putting
copying
putting
copying

copying
copying
copying
copying

running:
running:
running:

:17: installing
17: installing './

xorgxrdp-0.9.19]# . /bootstrap

--force -I m4

Libtoolize --copy --force
auxiliary files in '.".
file './ltmain.sh’
macros in AC_CONFIG_MACRO_DIRS, 'md'.
'md/Libtool.mé’
'md/Ltoptions.m4"

file
file
file
file
file
U
/us

'm4/L

u

gar.md'

'm4/Ltversion.m4’
'm4/Lt~obsolete.md"
n/autocont --force

/binfautoheader --force

automake --add-missing --copy --force-missing
:15: installing './compile’

:13: installing .

modu Le/MakefiLe.am:
parallel-tests: installing './test-driver’
autoreconf: Leaving directory

# ./configure

13: installing './m

installing '

'./config.guess’

nfig.sub’
stall-sh’

ing’

./depcomp’
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# make
# make install

6) Jash xrdp. xrdp-sesman ft4

Loaded: loa i stem en/ sabled; vendor preset: disabled)
Active: ince Tue 2024-07-09 11:15:04 45 ago
Docs: (8)

Main PID:

rdp --nodaemon

Localhost. localdomain Started xrdp daemon.

Llocalhost. localdomain xrdp[19912]: [INFO rting xrdp with pid 19912
Localhost. localdomain xr 2]: [INFO ] address [0.0.0.0] port [3389] mode 1
Localhost. localdomain xr 9912]: [INFO ening to port 3389 on 0.0.0.0
Localhost. localdomain xrdp[19912]: [INFO ] xrdp_Llisten_pp done

rvice - xrdp
Loaded f D an disabled; vendor preset: disabled)
Active 3 s ago
Docs: man:xrdp-
man man.ini
Main PID: 19911 (xrdp-s
I

Memory: 924.
CGroup

. localdomain d[1]: ion man
t. localdomain xrdp-ses 9 : [INFO ] starting xr sesman with pid 19911

ERAREER
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Just
connecting

Session [org ;I

username [root
password ||

oK Cancal

4 BRI

A TFERB, TR AL 400-089-1870
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